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Beam crossings: LEP, Tevatron & LHC

e LHC: ~3600 bunches (3564 bunches or 2808 filled bunches)
 And same length as LEP (27 km)
* Distance between bunches: 27km/3600=7.5m

e Distance between bunches in time: 7.5m/c=25ns

LEP: e*e Crossing rate 30 kHz
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pp cross section and min. bias

e # of interactions/crossing:
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* Not all p bunches are full Center of mass energy (GeV)
* 2808 out of 3564 only

* Interactions/”active” crossing = 20.0 x 3564/2835 = 25

Summary of operating conditions:

A “good” event (say containing a Higgs decay) + ~25 extra “bad”
minimum bias interactions 4



pp collisions at 14 TeV at 1034 cms?

25 min bias

events overlap
e H—=Z7

(Z—=pw)
* H— 4 muons:

Reconstructed tracks
the cleanest with pt > 25 GeV

(“golden”)
signature

And this (not the H though...) repeats every 25 ns...



The challenge

Muon Detectors Electromagnetic Calorimeters

Solenoig Forward Calorimeters

End Cap Toroid

i Inner Detector d ieldi
Barrel fonoid Hadronic Calorimeters Shicieing

Interactions every 25 ns ...
+ In 25 ns particles travel 7.5 m



Pile-up

* “In-time” pile-up: particles from the same crossing but from a different pp
interaction

* Long detector response/pulse shapes: 3
e “Out-of-time” pile-up: left-over :
signals from interactions in previous _
crossings |
* Need “bunch-crossing identification” _
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Physics Selection @ LHC
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Rate

GHz (s sections for various processes vary over
many orders of magnitude

MHz ,
Bunch crossing frequency: 40MHz

Storage rate ~ 200-300 Hz
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DISCOVERIES
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- online rejection: > 99.99%

—> crucial impact on physics reach
mHz

Keep in mind that what is discarded is lost
forever
uHz



The Challenge @ LHC

The Challenge The Solution
Production
Process (nb) | rates (Hz)
Inelastic ~108 ~10°
bb 5x105 5x106
W —lv 15 100
Z — 00 2 20
it 1 10
H(100GeV) 0.05 0.1
Z'(1TeV) = 0.05 0.1
gg (1TeV) 0.05 0.1
H (500 GeV) 10-3 10-2




The Trigger

The Challenge The Solution
Production
Process (nb) = rates (Hz)
Inelastic ~108 ~10°
bb 5x105 5x106
W — (v 15 100
/ — 00 2 20
it 1 10
H(100GeV) 0.05 0.1
Z'(1TeV) = 0.05 0.1
gg (1TeV) | 0.05 0.1
H (500 GeV) 10-3 10-2




Trigger/DAQ challenges @ LHC

# of channel ~ O(107). ~25 interactions every 25ns
— Need large number of connections
— Need information super-highway
Calorimeter information should correspond to tracker information
— Need to synchronize detectors to better than 25ns
Sometimes detector signal/time of flight > 25ns
— Integrate information from more than one bunch crossing
— Need to correctly identify bunch crossing
Can store data at O(100 Hz)
— Need to reject most events
Selection is done Online in real-time
— Cannot go back and recover events
— Need to monitor selection 11



40 MHz T\I

COLLISION RATE

100 - 50 kHz

1 Terabit/s

READOUT
50,000 data
channels

500 Gigabit/s

300 Hz

FILTERED
EVENT

Gigabit/s
SERVICE LAN

Trigger/DAQ Challenges

DETECTOR CHANNELS

o

Pattern

bl
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Time

Charge
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Computing Services

16 Million channels
3 Gigacell buffers

B

Energy Tracks

[T11

- 1 MB EVENT DATA

&2l 200 GB buffers

~ 400 Readout
memories

EVENT BUILDER.

A large switching network (400+400
ports) with total throughput ~ 400Gbit/s
forms the interconnection between the
sources (deep buffers) and the
destinations (buffers before farm
CPUs).

~ 400 CPU farms
EVENT FILTER.

A set of high performance commercial
processors organized into many farms
convenient for on-line and off-line

applications. 5 TeraIPS
Petabyte ARCHIVE

Challenges:

1 GHz of Input
Interactions

Beam-crossing
every 25 ns with ~
25 interactions

produces over 1
MB of data

Archival Storage
at about 300 Hz of

1 MB events



Triggering

Task: inspect detector information and provide a first
decision on whether to keep the event or throw it out

The trigger is a function of :

i,

I" REJECTED

" I I ACCEPTED
| I

Event data & Apparatus
Physics channels & Parameters

* Detector data not (all) promptly available
 Selection function highly complex

=T(...) is evaluated by successive approximations, the
TRIGGER LEVELS

(possibly with zero dead time)




General trigger strategy

Needed: An efficient selection mechanism capable of selecting interesting events
- this is the TRIGGER

"Needle in a haystack”

General strategy:
e System should be as inclusive as possible
e Robust
e Redundant
e Need high efficiency for selecting interesting processes for physics:
e selection should not have biases that affect physics results
e (understand biases in order to isolate and correct them)
e Need large reduction of rate from unwanted high-rate processes
e instrumental background
e high-rate physics processes that are not relevant (min. bias)

This complicated process involves a multi-level trigger system...

14



Multi-level trigger systems

e L1 trigger:
— Selects 1 out of 10000 (max. output rate ~100kHz)

e Thisis NOT enough
— Typical ATLAS and CMS event size is 1MB
— 1MB x 100 kHz = 100 GB/s!

e What is the amount of data we can reasonably store these days ?
— 100 MB/s

=> Additional trigger levels are needed to reduce the fraction of “less
interesting” events before writing to permanent storage

15



Multi-tiered trigger systems

Level-1 trigger: Integral part of all trigger systems — always exists

reduces rate to ~50-100kHz.

Upstream: further reduction needed — typically done in 1 or 2 steps

Detectors

Front end pipelineg

Readout buffers

- Switching network

&

Processor farms

ATLAS: 3 physical levels

%

Detectors

Front end pipelines

Readout buffers

Switching network

Processor farms

CMS: 2 physical levels

16



Accelerator:
X ns between bunch crossings

A multi-tiered Trigger System

Traditional 3-tiered system

Level 1
In: 1/x GHz
Out: O(10) kHz

N

Level 2
In: L1 out

Out: O(1) kHz

N

Level 3
In: L2 out
Out: O(100) Hz

Pipelined,
Hardware only, coarse readout,
~few us latency

Hardware/Software mix,
L1 inputs, ~100 us latency

CPU farm, access to full event
information, O(1)s/event



LHC Trigger Levels

107 s J

Q
10¢s

\5
103 s

10°s ‘/!

Collision rate 10° Hz
Channel data sampling at 40 MHz

Level-1 selected events 10° Hz

Particle identification (High p. e, y, jets, missing E.)

* Local pattern recognition

* Energy evaluation on prompt macro-granular information

Level-2 selected events 10° Hz

Clean particle signature (Z, W, ..)

* Finer granularity precise measurement

» Kinematics. effective mass cuts and event topology
* Track reconstruction and detector matching

Level-3 events to tape 100-300 Hz

Physics process identification
* Event reconstruction and analysis



Three-tiered system

Additional processing at Level-2: reduce bandwidth requirements

Level-1 Detector Frontend

Level-2

— L0 CICL]

Switch

NN

Switch

Readout
Event

Manager Builder Network

LV
ps

LV-2
ms

Computing services

40 MHz
10° Hz
10° Hz

10 Gb/s

10% Hz

Rate (Hz) LEVEL-1 Trigger 40 MHz
QED _ Hardwired processors (ASIC, FPGA)
g MASSIVE PARALLEL
0 / Pipelined Logic Systems
10° SECOND LEVEL TRIGGERS 100
kHz SPECIALIZED processors
104 (feature extraction and global logic)
- 4—-01-1sec —p
W,Z
B By o NES
op i
. SN
10" ErRaRaRa
Higes . PR R
i HIGH LEVEL TRIGGERS 1kHz
Standard processor FARMs
10* 25ns -ps ms sec g
I I I I I |
10 0= 10¢ 102 10°

Available processing time



Two-tiered system

Two-level processing:

e Reduce number of building blocks
e Rely on commercial components for processing and communication

Level 1 Detector Frontend

— o
%ﬂ
F ]
i

40 MHz
10° Hz

1000 Gb/s

102 Hz

Rate (Hz) LEVEL-1 Trigger 40 MHz
QED - 'm Hardwired processors (ASIC, FPGA)
MASSIVE PARALLEL
/ Pipelined Logic Systems
108 ]
10°. c «— -0.01-1sec — 5
-1
104 IR T pHA A A
w2 AT Ny A
Top 10°. B
, |~ B B
10°. A
Higgs PR RN
el HIGH LEVEL TRIGGERS 100 kHz
Standard processor FARMs
10+ 25ns - ps ms sec
T e 10e 10+ 102 10 | &=

Available processing time



Comparison

e Three physical entities
— Investin
e Control logic

e Specialized processors

B

Access

BEidth

Processing

Data

dth
Data

Units

e Two physical entities
— Investin
e Bandwidth

e Commercial processors




LHC Trigger/DAQ Summary

No.Levels First Level Event Readout Filter Out

Trigger Rate (Hz) Size (Byte) Bandw.(GB/s) MB/s (Event/s)

3 10° 106 10 100 (10?)
2103

2 10° 106 100 100 (102)

3 o 106 2x10° 4 40 (2x102)
w4 4 104

L4 opp 500 5x107 5 1250 (10%)
| oo 103 2x106 200 (10%)




Trigger/DAQ systems

High Level-1 Trigger
(1 MHz2)

LHCb | High No. Channels
High Bandwidth
( 1000 Gbit/s)

1 KTev

10° t

10

High Data Archives
tes)

Level-1 Rate (Hz)

10°

102

o 106, : .....‘i07

Event Size (byte)



Trigger & DAQ at LHC

e ﬁ-
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m Full Event s ‘ j
Levels 3 Building Levels 4 ? LT l l o]
LV-1rate 100 kHz [ LV-1 rate 500 Hz " U S e S
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Level 1 Detector Frontends 40 MHz
Trigger
=} Readout
Systems 105 Hz
Event | | . | | Control )
Manager = Builder Network M%r;(ijtor E
Filter 1 Tois ',
Systems
Computing Services 102 Hz
Levels 2 Levels 3
LV-1 rate 100 kHz LV-1 rate 1 MHz
Readout 100 GB/s Readout 4 GB/s

Storage 100 MB/s Storage 40 MB/s



Processing LHC Data

Rate (Hz) LEVEL-1 Trigger 40 MHz
QED g Hardwired processors (ASIC, FPGA)
MASSIVE PARALLEL
/ Pipelined Logic Systems
108 - o
/A '\'\
10°, | ] ME 4——=001-1sec —

o] T AR A
wz AR A Ay
Top 10°4 Té\\é\“é\‘é\‘)é\
10°_ jé\ *é\ B4 £
Higgs Al NE-NET-NE-

104
HIGH LEVEL TRIGGERS 100 kHz
Standard processor FARMs

10+ 25ns = S ms sec
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10°® 10°® 107 10° 10° e
Available processing time




Level-1 algorithms

* Physics concerns:
— pp collisions produce mainly low pT hadrons with pT ~ 1 GeV
— Interesting physics has particles with large transverse momentum
— W->ev : M(W) =80 GeVI pT (e) ~ 30-40 GeV
— H(120 GeV) =2 vy; pT(yy) ~ 50-60 GeV

* Requirements
— Impose high thresholds
— Implies distinguishing particles

— possible for electrons, muons and jets; beyond that need complex
algorithms

— Some typical thresholds:
— Single muon with pt > 20 GeV
— Single e/y with pT > 30 GeV
— Single jet with pT > 30 GeV

26



Level 1 Trigger Operation

Local level-1 O_:i Global
Primitive e, g, jets, u Trigger

E:::_

- 40 MHz Clock

- Level-1 Accept
- Controls

Trigger Front-End Digitizer
Primitive Generator '

Pipeline delay ( = 3 us)

Accept/Reject LV-1



Level 1 Trigger Organization

Time
- ’ Clock ‘ Clock

Detector

25 ns step’ Clock

——

Signals
DIGITIZATIONS

Tens of thousand
inputs

TRIGGER PRIMITIVE
GENERATORS |

Detector coverage

Thousands inputs

Pipeline system REGIONAL TRIGGERS

Frequency 40 MHz

Trigger latency 128 clock periods

128 events are processed in parallel

Feed-forward algorithms (no backward loops)

Highly distributed

Data in each computing step must belong to the same BC

WHAT'S NEW

Scale Low latency

Algorithm complexity High speed serial links
Short bunch spacing Extensive use of ASICs
Speed and FPGAs

Tens inputs

‘ Clock

SUB-DETECTOR TRIGGER

Few inputs

L1A

GLOBAL TRIGGER



Trigger Timing & Control

TTC system oisTRiBUTION of

A o
\g..,.. ' 1 - Trigger-1 acceptance
“’) o/ LHC Clack__)| @ Ldrassad %I’O|S nals

! ENCODER Data Q ?‘S le data be
—{ GLOBAL TRIGGER }U*—"f’. | Grsadcas unch crossing number

-3 us
latency

| 1:32 TREE COUPLER | loop

LOCAL O
TRIGGER
OPTICAL DISTRIBUTION BACKBONE | > 1000 fibres)

PRIMITIVE !5
GENERATOR

v
ACON'ROLS ~ TIMING
. - RECEIVER |
LEVEL-1 FRONT-END
COMPENSATION of: CONTROLLER
- Particle TOF rogrammanle Golays

- Detector and Electronics X
- Propagation delays (- 200 ps)



Detector Timing Adjustments

e Need to Align:

| — Detector pulse w/
Particle .
Test signals collision at IP

— Trigger data w/
readout data

o ? Total latency — Different detector
Global Level 1 7 of the order of .
; 128 BX trigger data
Comrgz — e — w/each other
- A o
’ ‘ (] "Qf(@—» 10% readout links Bunch Crossmg
Number
10000 TTC links and FE systems
d Readout — Level 1 Accept

Number

. Signal-Data coincidence @ Programmable delays (25ns units)

[] Layout delays (cable, electronics...) & Clock phase adjustment (~100 ps units)



Synchronization Techniques

81 BUNCHES 950 ns
55 ns DISTANT (38 MISSING BUNCHES)
220 ns 3.17 us
(8 MISSING BUNCHES) 127 MISSING
i BUNCHES)
1|2J3|4|5|6|7| 8J9|10|11J12‘
88.924 us >

2835 out of 3564 p bunches are full, use this pattern:

: Hit Histogram #hits g
Particle, | & der versugs BX count| | _.M_
Collision./ 1
— O W——  4oMHz |1 l

Cross correlate g(t)h(-t)dt
Bunch pattern




Particle signatures

MUON System

Segment and track finding

Use prompt data (calorimetry
and muons) to identify:

High p, electron, muon, jets,
missing E.

CALORIMETERS

Cluster finding and energy
deposition evaluation

New data every 25 ns
Decision latency ~ ys




ATLAS & CMS Level 1:
Only Calorimeter & Muon

Pattern recognition much | = Compare to tracker info
faSterI eaSIer it ] S 'ii ‘p'l'l'lvff' |u: T-f-f "!‘. ?.5

Complex

Algorithms N
Simple Algorithms Huge ] ]

amounts of 4
Small amounts of data data .

High Occupancy in high granularity tracking detectors



ATLAS Trigger/DAQ Architecture

40 MHz

specialized h/w
ASICs

75 kHz

Rol Builder
L2 Supervisor

L2 N/work
L2 Proc Unit

~2 kHz

Event Filter
Processors

~ 200 Hz

y
FPGA |1

H

L

40 MHz

Calo
MuTrCh

Rol data = 1-2%

LvI1 acq

t =75 kHz

Other detectors

Rol
requests

I—P

Lvl2 ac

ROS

Event Filter

~ SeC

EFacc 1

SOrm>»—+4>0

DAQ 1PB/s

FE Pipelines

Read-Out Drivers

- 120 GB/s
Read-Out Links

Read-Out Buffers

Read-Out Sub-systems

~2+4 GB/s

Dataflow Manager
Event Building N/work

Sub-Farm Input
Event Builder

Event Filter N/work

Sub-Farm Output

~ 300 MB/s



ATLAS Trigger Architecture

Interaction rate
~1 GHz

Bunch crossing
rate 40 MHz

LEVEL 1
25 TRIGGER

us : 75 (100) kHz
Regions of Interest
LEVEL 2
~10 ms TRIGGER
~ 1kHz

~ sec. EVENT FILTER
~ 100 Hz

CALO MUON TRACKING

{10

Readout drivers

(RODs)

Readout buffers
(ROBs)

Pipeline
memories
Derandomizers

Event builder

Q
1

Datarecording

Full-event buffers °
and
processor sub-farms

* LVL1 decision made with

calorimeter data with coarse
granularity and muon trigger
chambers data.

* Buffering on detector

LVL2 uses Region of Interest
data (~2%) with full granularity
and combines information from
all detectors; performs fast
rejection.

* Buffering in ROBs

EventFilter refines the selection,
can perform event
reconstruction at full granularity
using latest alignment and
calibration data.

*Buffering in EB & EF




Levell - Muons & Calorimetry

TGC 2 =
Ve ]
izl TGC 3
RPC3 '
low|p, high p_
RPC 2 / TGC 1
MDT 4 N M
T T
RPC 1
TGC El low o8
[ 7 L) P
//

;/Tlle Calorimaef

YA
I

Muon Trigger looking for coincidences
in muon trigger chambers
2 out of 3 (low-p;; >6 GeV) and.

3 out of 3 (high-p;; > 20 GeV)

Trigger efficiency 99% (low-p;) and 98%
(high-p;)

==
! !
2 %
4 }
Gz Hadronic
/ calorimeter
/ Electromagnetic
calorimeter

Trigger towers /(An xAp=01x01)

d . | Electromagnetic
Vertical Sums — [ isolation <e.m.
I isolation threshold

Horizontal Sums . Hadronic isolation

De-cluster/Rol region: <inner & outer
local maximum isolation thresholds

Calorimeter Trigger looking for e/y/t
+ jets
e, Various combinations of cluster
sums and isolation criteria

o ZETem,had ) ETmiss



ATLAS L1 Cal. Trigger data-flow

Level-1 Calorimeter Trigger Architectire

* On-detector:

* Analog sums to form trigger
towers (trigger primitives)

« Off-detector:

* Receive data, digitize, identify
bunch crossing, compute ET

- Send data to cluster processer
and jet energy processor

* Local processor crates

« form sums, comparisons as per
algorithm, decide on objects
found

* Global Trigger: decision

LAr

]

TiloiLAr

Calorimeters M(haq)

(em]
On
erecior

Analegue Sum

w4

~7000 analogue links

twisted pair, <70 m

=
2

b4
Trigger Receiver
Laverm
| PPf | Preproccaaor
PPMs 1
FFO, BCID 7o mr—;?oa.-;
{140
Leock-up table
2x2sum | BCHnux
gbit jet elements @it trigger towers
10-bit serial links:
JEPI 400 MDIYS (10 M)
JEM JelVEnergy Processor Chter Sty
em+had sum C(;?‘Z{()J (efy and T /h) To 10Ds
Et sun| Jetfinding Clusterfinding AL}
Ll
3 : 160 Mbil/s
Eua:t::gi 2 ZET,F7| [Couwnting CMNs backplane
i Jets | > Jo ROOS
Rol's ! o
Lewely SUNS
& e 17 evek2)
friguer
Level-1 Central Trigger Processor (CTP)




ATLAS L1 Trigger

E. values (0.2x0.2) E; values (0.1x0.1)
EM & HAD EM & HAD

Pt, M, ¢ information on
up to 2 u candidates/sector
(208 sectors in total)

~ SQO calorimeter trig%er towers

O(1M) RP/é/TG\% channels
| \

Calorimeter trigger Muon
(analogue +> E-) Trigger rigger
3 v . \
Jet / Energy- Cluster Processor Muon-CTP Interface

sum Processor

(ely, T/h)

(MUCTPI)

Multiplicities of ely, t/h, jet
for 8 p; thresholds each;
flags for ZE;, ZE; 1, E{Mss
over thresholds; multiplicity
of fwd jets

Central Trigger
Processor
(CTP)

/ Multiplicities of u for

6 p; thresholds

Timing, Trigger, LVL1 Accept, clock, trigger-
Control (TTC) type to Front End systems,
RODs, etc



Rol Mechanism

Level-1 triggers on high p; objects

— Calorimeter cells and muon
chambers to find e/y/t-jet/u
candidates above thresholds

Level-2 uses Regions of Interest as
identified by Level-1

— Local data reconstruction,
analysis,

and sub-detector matching of
Rol data

The total amount of Rol data is
minimal
— ~2% of the Level-1 throughput

but it has to be extracted from
the rest at 75 kHz




CMS Trigger Levels

40 MIHz Level-1. Specialized processors

- Particle identification: high p; electron, "
muon, jets, missing E, =

- Local pattern recognition and energy
evaluation on prompt macro-granular !

information from calorimeter and muon

detectors

1Ll

Level1 |3  DetectorFrontend |

Trigger
o
v
- )

Event
Manager

High trigger |eveECﬁ¢¢¢ﬂ]_dﬁ]

Network and CPU farms [ comestingServices )
- Clean particle signature

Switch

Up to 100 kHz - Finer granularity precise measurement
- Kinematics. effective mass cuts & event topology
- Track reconstruction and detector matching
- Event reconstruction and analysis =100 Hz
Level 1

Detector Frontend ]
Trigger
'y
L 4

Event
Manager Switch
[ Computing Services ] * .




CMS Level-1 Trigger & DAQ

e Overall Trigger & DAQ Architecture: 2 Levels:

* Level-1Trigger: Level 1 . Detector Front-Ends
— 25 nsinput Trgger | 1 == : ['] —|Readout
T > Systems
— 3.2 us latency !
Control
é I/ ngggter P4  Builder Network 100 GB/s M%?mcijtor
-’
H o - Ti ; ¢ Filter
H N\ 7 ~ 1 H " " “ Systems
v L| |ECAL|}|RPC || CSC || DT T I
? energy energy energy hits hits JAN hits Computing Services
i ;
mgg? ¢ T, Y (e Interaction rate: 1 GHz
igg{gl "1 Re Q'Qnal finder || finder )
Cal. Trigger Pattern) '\ AN 7/ Bunch Crossing rate: 40 MHz
DAQ quiet aCr%ftT(‘)?'
regions
& mip track || tack | Output to Storage: ~100 Hz
| Global bits L finder L finder
oput (Y ~~ . 4 7 I Average Event Size: 1 MB
A Global Muon Trigger ] _
oA | Data production 1 TB/day
"'(Global Trigger TTC System L%};E%/I/-\CJL
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rimeter Geometry

329288388888 $2¢8 8 § -
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EB, EE, HB, HE map 2 HF calorimeters map on to 18 RCT crates
to 18 RCT crates >
Readout segmentation: 36¢p x 12n x 2z x 2F/B
Provide ely and jet, Trigger Tover segmentation: 18¢ x 4n x 2F/B
T, E; triggers
1 trigger tower (.0871 x .087¢) = 5 x 5 ECAL xtals =1 HCAL tower




ECAL Endcap Geometry

e Map non-projective x-y trigger crystal geometry onto projective trigger
towers:

Individual
.« crystal

"Ii hi-p'l"

*" d dEN .‘

Sl From tebuied e aeediam Fa lin W eves et faee sl



Calorimeter Trigger Processing

\

l

Level 1 Trigger
(L1A)

|

I Regional
| CaloTRIGGER
|

Global TRIGGER

<«—— Trigger Tower Flags
(TTF)

I
I Synchronisation & Link Board

Selective Readout
Flags (SRF)

Trigger Concentrator Card

Clock & Control System

4_
Selective Readout Processor

Data Concentrator Card

From : R. Alemany LIP

Trigger Control System



ECAL Trigger Primitives

In the trigger path, digital filtering !
followed by a peak finder is applied -:
to energy sums (L1 Filter)

Efficiency for energy sums above 1
GeV should be close to 100%
(depends on electronics noise)

a _:_ Newutral filter (0.0,0.64,0,0) : Filter {-64,-64,0,40,48 40}, €0 :‘ Filter {-64,-64,0,40,48 40},
£ e - without peak selection £ 1 with peak selection
s L
e 9
s
£
30
4
3
20
S BT
10
L

Pile-up effect: for a signal of 5 GeV the

efficiency is close to 100% for pile-up Test beam results (45 MeV per Xta'):

energies up to 2 GeV (CMS)
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CMS Electron/y Algorithm

Trigger Primitive Generator

Finegrain  FlagMaxof (£ , % , % , ¥)&SumET

Regional Calorimeter Trigger

E. cut }—DL + Max ( ) > Threshold
||

AND
Longitudinal cut (H/E) Eﬁ / [0 <o0.05

AND
Isolation, Hadronic & EM n <2 GeV

AND

One of ( , i , I)<1GeV

ELECTRON or PHOTON



CMS T / Jet Algorithm

Trigger

Input from E/HCAL.:
Programmable 8-bit
non-linear scale
Converted to linear scale
and summed to obtain
10-bit range jet/t E,

PbWO4 Jerr Tower is active if EM E_> 2 GeV
Crystal - JECAL ' HDE >4Gev |
or L > e
- An,A¢=0.34’8 t-veto set if none of the above
An,A¢ = 1.04 activity patterns seen within 4x4

JetortE,
*12x12 trigger tower E_sums in 4x4 region steps with central region > others

* Larger trigger towers in HF but ~ same jet region size, 1.5 x 1.0 ¢
t algorithm (isolated narrow energy deposits), within -25<n <2.5
* Redefine jet as 1 jet if none of the nine 4x4 region t-veto bits are on

Output
*Top 4 t-jets and top 4 jets in central rapidity, and top 4 jets in forward rapidity



H; Trigger

Total scalar E; integrates too
much noise and is not easily
calibrated

— At L1 tower-by-tower E;
calibration is not available

However, jet calibration is
available as function of

(ETI 7], q))

Therefore, H; which is the sum of
scalar E; of all high E; objects in
the event is more useful for
heavy particle discovery/study

— SUSY sparticles
— Top

Rate (kHz)

—
o

10 £

n

H; trigger rate

Qco
CMSIM 120 ORCA 4

(With minimum bias)

L=2x10"em?s”
® H, - calibrated
B Total E; - Uncalibrated

A H, -uncalibrated
¥ Total E, - Calibrated

"800 1000 200
Trigger E; Cutoff (GeV)

200 400 600



Level-1 Trigger Rates:

Trigger cuts determine the physics reach

Rate (kHz)

N oQcD
o T ) oC
» aco = CMSIM 116 SACA 420
N CASIM 116 DHCA 4,20 K 250 Gev Jets (Wiith minimurn bias)
' A-. (Wi minimum bias) CE 80 Gev TT L= 10" em™ s

3 " L= 0™ @ & - .,., - W . ‘
L .. B NoCut “ . s ..'. A 2-Tau Tagged Jet

_ A .. o LU \ L S " & iolat fhl<E)

" A m A Non-lsolated 10 A \w" ... -Jet [lyl=5)

A" v ' A B 2-Jet (Inl<5)

A .- \ 4
Toa *u i . L v . .
4, = ©/ytrigger LN jet trigger
A --. “
A‘ 1
‘L
‘a 1
a A
' “a 4
Y= A
30-40 GeV for u or e 7
A
20 GeV each for yy N
w20 a0 ap  so eo o &0 80 100 0 o 50 100 150 200 250 300
Trigger E, Cutoff (GeV) Calibrated Trigger E, Cutoff (GeV)

Efficiency for H—yy and H—4 leptons = >90% (in fiducial volume of detector)
Efficiency for WH and ttH production with W—lv = ~85%

Efficiency for qqH with H—tt (t—1/3 prong hadronic) = ~75%

Efficiency for qqH with H—invisible or H—=bb = ~40-50%



CMS Level-1 Muon Trigger

n=0.8 =10 n=12

5, Drift Tubes i 0
* Level-1 muon trigger info is ‘—_f 3. /

obtained from:
* Dedicated trigger detector

(Resistive paralle plate
chambers: RPC)

* Excellent time resolution

* Muon chambers with accurate
position resolution

* Drift Tubes (DT) in barrel

* Cathode Strip Chambers
(CSC) in endcaps

* Bending in magnetic field =>

* Determine pT
* Andcutonit

pr = 3.5, 4.0, , 6.0 GeV



Muon Trigger Overview

< < < <

<12 —F7 0.8 <l mggg1nl <24 rpc | ) f; o0

. hits hits hits [Nl <1.61n

L0 L

Q Y Y Vo |

> local trigger local trigger

= PAttern

= track segments track segments Combarator

Q (¢ 80,7, 1) (¢, 80,7, 1) .

o B $ Trigger

O * N * <4 barrel +
N <4 endcap

L(Lo) regional trigger regional trigger muon candidates

O Barrel Track Finder Endcap Track Finder (Pt M, 9, quality)

% <4 muon candidates <4 muon candidates

= (Pt M, ¢, quality) (Pt, M, ¢, quality)

O l

o

& { Y

8 Global Muon Trigger

§ <4 muons

8 (Pt, N, ¢, quality)

:



CMS Muon Trigger Primitives

RPC pattern recognition
- Pattern catalog

- Fast logic 2T

MS1 MS2 MS3 MS4
i @

1 1 1 1 11
1 1 1 1 1 1 31 1
1 1 1 1 1 11

Memory to store patterns

Fast logic for matching
FPGAs are ideal

DT and CSC track finding:

- Finds hit/segments s

= Comblnes Vecto rS Sﬂt;.:)g: ’ mauon station 2

- Formats a track e RN -

= ASSi ns Value .v i ~ [ 2 x extrapolation ) "
g pt - \ \-——‘A/

threshoid



CMS Muon Trigger

Drift Tubes (DT) Cathod Strip Chambers (CSC)

P N Drift Tubes
{117\ [T -
T : L//-»Ia I
N el S 8 2 -
NN\SEEZ 2L /=]
VR A 4
’ , Sort based on P,
1

Quality - keep loc.

Meantimers recognize tracks
and form vector / quartet.

v | Combine at next level -
Y .
lfi!i!i!i!fllfi I ]i LA matCh

| SNNCHES (NSNS SN SO O
l'l'l'l'l"ll'll]

Comparators give 1/2-strip resol.

A Sort again — Isolate...
7
7 .
T ———z———= Top 4 highest P; and
(R o ) s s e e e Z . .
e Uality muons with

Correlator combines them .
into one vector / station. Hit strips of 6 layers form a vectolocation coord.

Match with RPC
Improve efficiency and quality



Efficiency (%)

0

ORCA 6 2 0

Single muon trigger efficiency vs. 1

-------------------

.................

05 I 1.5 2 2.5
Igen (UNILS)

M COlefficiency to find muon of any p; in flat p; =3-100 GeV sample



L1 single & di-muon trigger rates

L PRAY YN :

B 5 L N e, =99.8%
.;‘.CD;--...; ..... - S SR - sBS—>MM =27_1 %

: : . - g _ :

e o PO TR PP R T P P

10 12 14 16 18 20 22 24 26 28
Single muon pl” / GeVie

¢y working points selected as examples

L = 2x1033cm—=2s-1

70

trigger rates in kHz In| <2.1
g ‘[_ : : 50 kHz DAQ 2 J_ P zgfuk':ﬁ DAQ 8 kHz
‘g' [ . ....é-..... .............. 4 kHZ for M, MM ‘g‘ ;E.” ..g ...... . ...... wene | .; S
G144 - Szt | @My 1
E‘m.. 12, 8,8 E'a: Ew =82.3 %
° | : € =91.4 % ° |} — 0
v : w =99.7 ¥ v . %4 =99.6 %
- S, B 7Y N CRNN (R €z =JJ. (i T &b =099
3 i e =14.5 % e —Bs /
) 14. - o [:

Ew =741 %
wd €7 =99.5 %
Epsopy —14.3 %

sxnsl BaszalizsisTinzal 1

] N e P T
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ORCA 6 2 2 Single muon pl” / GeVic

L = 1034cm-2s-*




Global Trigger

e Avery large OR-AND network which allows specification of complex
conditions:

— 1 electron with pT > 20 GeV OR 2 electrons with pT > 14 GeV OR 1
electron with pT > 12 GeV AND 1 jet with pT > 40 GeV

— The top-level logic requirements (1 electron + 1 jet for eg.) constitute
a “Trigger table”

e Allocating rates to different trigger conditions is a complex process
that requires optimization of physics efficiencies versus
backgrounds, rates and machine conditions

e More on this in the next lecture
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CMS Global Trigger

Input:
-Jets: 4 Central, 4 Forward, 4 Tau-tagged, & Multiplicities
*Electrons: 4 Isolated, 4 Non-isolated
*4 Muons (from 8 RPC, 4 DT & 4 CSC w/P, & quality)
* All above include location inm and ¢
*Missing E, & Total E,
Output
L1 Accept from combinations & proximity of above

Detector

Trigger Front-Ends

Control

System




Global L1 Trigger Algorithms

Particle Conditions

;g (2)
\_ is.

&g (1)
ET( 1> ET( 1 )lhn:shold
Ep2)> Fq(z)lhn:shold
09 < ¢(1) < 360°
09 < ¢(2) < 360°
170° < (1) - 0(2)1 < 1999

™

H(2)

PT(Z) - P]_(Z)!hrcshold
00 < (1) < 360°
09 < ¢(2) < 360°

170° < 19(1) - 6(2)I < 190°
ISO(1) = 1, 1SO(2) = 1
MIP(1) = 1. MIP(2) = |
SGN (1) = 1,SGN(2) = -1

Logical Combinations

J

.

A( v

ETmlssng

Eqlej ) > Eﬁf‘.ﬂ"""m Bl_mmmg > Erthrcshnld P> p'(mthrcmold

ALGORITHM AND-OR

Particle Conditions Particle Condition for Particle Canditions
for isolated electrans | | missing Et for muong
L
s N

Flexible algorithms implemented in FPGAs
100s of possible algorithms can be reprogrammed




Example Level-1 Trigger Table (bAQ TDR: L=2

Trigger Threshold Rate (kHz) Cumulative
(GeV or GeV/c) Rate (kHz)
Isolated ely 29 3.3 3.3
Di-ely 17 1.3 4.3
Isolated muon 14 2.7 7.0
Di-muon 3 0.9 7.9
Single tau-jet 86 2.2 10.1
Di-tau-jet 59 1.0 10.9
1-jet, 3-jet, 4-jet 177,86, 70 3.0 12.5
Jet*E miss 88*46 2.3 14.3
Electron*jet 21*45 0.8 15.1
Min-bias 0.9 5.0
TOTAL @’

x 3 safety factor = 50 kHz (expected start-up DAQ bandwidth)
Only muon trigger has low enough threshold for B-physics (aka B,—up)



LHCDb Trigger

S — e

Pile—up Veto
# interactions |

T
per crossing ’:f:_f_:}:: i

Calorimeter Trigger

Fle SEEEE
' Lo 1y lnLD\ al ~ TEJlobul ——

| hadron. X E So8fdcooEoog Soddooacgoan
SPD - multiplicity EEEEIFFEFIFEFFIEEEEEE ZIEIE:HE{{
—— ddEHEEE GO H JUH e B

11 1 >
Lo 1 v 3 CPU farm [L1 & HLT
=2 u =2 d .
A ! Level 0O Level -1 B
' decision decision Storage
L =2p || =2p ™Munit sorter
¥ ¥
To FE ..—| T -
buffers: 160 events l—ll]]lllchFtlbl Control buffers: 58254 events

40 MHz—= LEVEL—0—1 MHz LEVEIL—1— 40 kH=z HLT— 200 H=z



LHCb Trigger Levels

First level trigger : here called Level-0
— Selects high pT particles (muons, egamma...)
— Reduces input rate of 10MHz to 1.1 MHz
— Custom boards
Followed by two software-based trigger levels
Level-1

— uses reduced data set: only part of the sub-detectors (mostly Vertex-
detector and some tracking) with limited-precision data

— has a limited latency, because data need to be buffered in the front-end
electronics

— reduces event rate from 1.1 MHz to 40 kHz, by selecting events with
displaced secondary vertices

High Level Trigger (HLT)
— uses all detector information
— reduces event rate from 40 kHz to 200 Hz for permanent storage



ALICE Implementation

* Heavy ions runs
* L=10%" cms
* Interaction rate < 10 kHz
* Very high multiplicity and huge
events size (“50MB)

* Modest requirements on lower
level triggers

* pp (or pA) runs

* Interaction rate up to 200kHz

I
* Small event size (~2MB) ﬁ
- Strong requirements on lower
level triggers B =H
 To accommodate all the different |

trigger is split in 3 distinct levels
* LO, L1 and L2

running conditions, the first level é — @
i y
y f




Summary

LHC : a very challenging environment
e |Interaction rate and selectivity
e Number of channels and synchronization
e Pile-up and bunch-crossing identification
* Making a decision to accept/reject an event given ~3ms

Trigger level: set of successive approximations
* Number of physical levels varies with experiment/architecture

Level-1 is always present and is responsible for reducing the rate to
acceptable values (< 100kHz) for processing by the (more precise) High Level
Trigger
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