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Abstract. In the upcoming LHC era, database have become an essemtiébipéhe experiments collecting data from LHC,
in order to safely store, and consistently retrieve, a wideunt of data, which are produced by different sources.draIS
experiment at CERN, all this information is stored in ORACdH#&abases, allocated in several servers, both inside asideu
the CERN network. In this scenario, the task of monitorinffedént databases is a crucial database administratiom,iss
since different information may be required depending dfedint users’ tasks such as data transfer, inspectionnipig
and security issues. We present here a web application basegthon web framework and Python modules for data mining
purposes. To customize the GUI we record traces of usemittiens that are used to build use case models.

In addition the application detects errors in databasesaetions (for example identify any mistake made by user,
application failure, unexpected network shutdown or Stnedd Query Language (SQL) statement error) and providesing
messages from the different users’ perspectives.

Finally, in order to fullfill the requirements of the CMS exjmeent community, and to meet the new development in many
Web client tools, our application was further developedi aew features were deployed.
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INTRODUCTION

In the CMS experiment[1][2], heterogeneous resources atalate put together in different Oracle-based databases,
and made available to users for a variety of different apgiims, such as the calibration of the various subdetector
components and the reconstruction of all physical quastiti

In this complex environment, it is absolutely necessary ¢mitor Database Resources and every application which
performs database transactions, in order to detect fatltgt®ns, contract violations and user-defined events.

PopCon monitoringPopulator of Condition Objects monitoring) is an open seweb based service implemented
in Python, and designed for a heterogeneous database,sbatgrerforms data transfers to provide both fabric and
application monitoring. It promotes the adoption of then®@rd web technologies, service interfaces, protocols and
data models.

POPCON TOOL

A proper reconstruction of physical quantities needs dat&clivdo not come from collision events of tl&MS
experimentthese “non event” data, therefore, are stored in ORACLEDades.

PopConl[3] (Populator of Condition Objects tool) is an apgion package fully integrated in the overall CMS
framework[4][5] intended to store, transfer and retrieatadusing Oracle Database.

Even without LHC[7] beams, expected for the autumn of tharyhis mechanism was intensively and successfully
used during 2008 and 2009 tests with cosmic rays and now iitdenfurther development. Up to now, 0.5 TB of data
per year have been stored into tB®1S Condition Databases
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FIGURE 1. The PopCon web interface represents information aboubdsgatransactions in different types: both charts and
tables. A user can easily add or remove columns by clickiegetieckbox and also columns can be sorted. Information dmauld
grouped according to different filters. In the error GUIfeliént colours help to identify, quickly, the seriousnesthe problem.

POPCON MONITORING ARCHITECTURE AND FEATURES

PopCon monitorings structured in five main components:

- thePopCon API DB Interface retrieves the entities monitored BppCon toal
- thePopCon user Interaction Recorderis a collection that retains an interaction history by easéru

- the PopCon data-mining extracts patterns from data, entities monitoredRmpCon tooland the history of
recorded user interactions, hence transforming themifidornation such as warnings, errors or alarms according
to use case models.

- the PopCon info collectoraggregates the information produced by the different demliransactions and the
history of recorded user interactions, and encodes the®@NJ format.

- the PopCon Web Interface displays the information about the database transactiams the different user
perspectives, organizing data in tables and/or chartsHigere 1, where data are collected in a table).

The PopCon API DB Interfacés a Python script that gives access to the PopCon accouhed@racle Database.
This component uses tlox_Or acl e? python module to connect to Oracle DBs and call various PL/ggckage
methods.

PopCon user Interaction Recordereates and makes accessible the records of activities madach user.
Collected records are used to implement and improve a welféee, which can be designed for information browsing
for different users in different ways. This component iat#s with, and receives information from tRepCon Web
Interface

Through the use of sophisticated algorithrRepCon data-miningan extract information from logs of database
transactions (operator, data source, date and time, ni@jada thePopCon User Interaction Recordéequence of
actions to get to the right contents, average time on each fgagpmpute the attention applied by the visitor) finding
existing patterns in data.

This algorithm iterates two main steps.

The first step, calletharvesting user interaction statisticeecords the following list of measurements subdivided
into two categories:

- tracks of the browsed page, like most requested pages,repststed pages, most accessed directory, average
time on the page, average time on web site, ordered sequénisited pages, new versus returning visitors (by
means of cookies), number of views per each page;

- tracks of user activity at the page level:
— Changing attributes of graphical elements (e.g. chandiagts representation from line chart to pie chart or
histogram chart, sorting and filtering data in a table);

— Removing/adding object elements (e.g. remove/add coluatie table).

1 JSON (JavaScript Object Notation) is a lightweight datarichange format
2 cx_Or acl e is a Python extension module that allows access to Orachbasesht t p: / / cx- or acl e. sour cef or ge. net/ .



The second step, callegfouping attributes of user interaction with significantradation, gathers in different
subgroups th&zacking user activityandtracking browsed paginat have similar attributes, like most accessed directory
and common graphics elements, in order to create mutuatiygive collections of user interactions sharing similar
attributes.

To reach this goal, we use an algorithm handling mathematigastatistical calculations, such as probability and
standard deviation, to uncover trends and correlationsgrttee attributes of the user interaction.

For example, after scanning the history of recorded userantions, an association rulthé user that visits page
one also visits page two and chooses to see histogram ref8i¥)’ states that nine out of ten users that visit the
page one also visit the page two and prefer to see the bar @edan buid use case models, based on these statistics,
in order to reflect the requirements and the needs of eachAsarresult, the user, classified under this use case, will
take advantage to see a web interface based on his pergpéwtiping him to find and manage the information he
needs more quickly.

PopCornis integrated within th€VSSW8] framework, which depends on different tools [IR&QL3[9][10][11] and
CORAL* and on database software lI®RACLE andSQLi t e. This application can be used in two different ways:

« since it is integrated in the framework, users can write pythcripts which are executed by the framework
executablenmsRun.

- the framework itself provides an application which, usRapConlibraries, allows the exportation of data into
the offline database.

These applications are responsible for maintaining andlivanoperations which are related to database transaction
In this scenario, it is very difficult to catch all error megsa coming from different heterogeneous resources.
Therefore, we follow this strategy: every application pd®s an error output consisting of three components: thesnam
of application, the error code, that is unique for each taat] the description of the error itself. So, PopCon devekpe
can clearly understand what is wrong with their tool, whike tnd-user is able to check if the data exportation
(database transaction) they want to perform was successfialt.

This error metric, for each tool, is provided by the framekvdevelopers inXML format, in order to make it
independent from the message sent to stdout and/or stderr.

Besides describing what the error is and how it occurred} mrosr messages provide advice about how to correct
the error.

To help both users and developers to classify correctly iseiwved damage, the error messages are defined by the
level of issue with a different colour. These levels are:

- Fatal. The program cannot continue (red colour).
- Major (Error). The program has suffered a loss of functigpdbut it continues to run (orange colour).

- Minor (Warn). There is a malfunction that is a nuisance, bdfes not interfere with the program’s operation
(deep green colour).

- Informational. Not an error, this is related informatioatimay be useful for troubleshooting (green colour).

In Figure 1 you can see a snapshot of the error interface.

As further example, we describe another kind of error notedelng on the particular application, but on Hard-
ware/Software/Network problems. To discover this kindrobe we perform a time series analysis on database trans-
actions associated with the discovery and use of patteiets &si periodicity. Since dates and times of the database
transactions are recorded along with the user’s informatioe data can be easily aggregated into various forms
equally spaced in time. For example, for a specific accoungthanularity of database transactions could be hourly
and for other account could be daily. This information abide discover two main kinds of alarm:

- Scanning the entities monitored PppCon(logs of database transactions), the association dueirig a long
period, a specific user performs a database transaction@iler time interval® states that, probably, if these
regular intervals suddenly change without a monitored@aion by an administrator, and, for particular cases,
by the user, there can be network connectivity problems, achime failures on the network. In details, if the
system finds an exception to this pattern in data, it triggeraction to inform a user about possible problems

3 POQOL is the persistency framework for object storage commoned_tHC experiments.
4 CORAL is a vendor independent AP for relational database acdass.and schema handling.



by email. Besides, the web user interface provides redgergneen alarms, according to the seriousness of the
problem, so that this exception is immediately visible by tiser.

- Taking the size of data together with the periodicity of thatse data transactions we can forecast the rate at
which disk capacity is being filled in order to prevent a digkcdming full, alerting the database manager and the
administrators of the machines dedicated to the data eaqmrtsome days in advance.

The errors produced by several applicationd?opCon toolinside the CMS collaboration, stored both in log files
and in tables of a dedicated database account, were thegtaoint for the study of feasibility of an automatic error
detection in a heterogeneous software environment[12].

The PopCon Info Collectoretrieves data from thBopCon APl DBand thePopCon User Interaction Recorder
This component interacts withopCon Data-minindo find existing patterns in data previously taken, and, final
encodes them in JSON format, providing the result toRbpCon Web Interface

The system has a front-end Apache server and back-end afimticservers. Th&@opCon Web Interfaces an
application created with a Python-based framework ugihget ah® template engine to structure the web site.
The PopCon Web Interfaces built on theCher r yPy® framework application server, which runs behind Apache
providing security module to automatically show a rolehmied view of the system and its controls. A set of reusable
components, known as “widgets”, are being made availallles& are usually built using theQuer y) libraries and
are written in CSS and JavaScript. Where possible, theseased in order to provide identical functionality across
direct components, so that a user feels comfortable withradstrd style sheet for all web tools. The services run on a
fairly standard configuration: a pair of Apache servers waglas a load balanced proxy in front of many application
servers. The front end servers are accessible to the owtsidie, while the back end machines are firewalled off from
remote access[13][14]. With this infrastructure, we canimize problems related with security issues: in particula
each user is unable to handle database objects. ThankdAd’, we can provide real-time feedback to our users
exploiting server-side validation scripts, and eliminttte need for redundant page reload that is necessary when
the pages change. In fact, this component allows to sendestgjasynchronously and load data from the server.
The PopCon Web Interfaceses a programming model with display and events. Thesdsgaes user actions: they
call functions associated to elements of the web page amdéatt#ons are recorded by tiepCon user Interaction
Recorder The contents of pages coming from different parts of thdiegon are extracted from JSON files provided
by thePopCon Info Collectar

POPCON MONITORING FROM THE DIFFERENT USERS’ PERSPECTIVES

The design of the presentation of the data collectedPiyCon monitorings based on the requirements given by
different types of users, each of them having to do with aed#ifit abstraction level of a Database administration
issue: the ORACLE Database Administrator level, the cé@MS detectofevel, theCMS sub-detectdevel and the
End-User level.

« The ORACLE Database Administrator may wish to face up tolultas security issues for which he is responsi-
ble. Typical example that can be detected: people on thdar{sisingPopCon todl and outside (usingopCon
Web Interfacg network who can access and what these users do; prograessatg a database concurrently,
in order to avoid further multiple accesses to the same axt¢cdwall such processing leave the database or data
store in a consistent state; illegal entries by hackersicioak activities such as stealing content of databases;
data corruption resulting from power loss or surge; physlamage to equipment.

- The central CMS detector manager and FHogpCon tooldeveloper may require the possibility of analysing the
behaviour of their applications for each CMS sub-detector.

« The sub-detector CMS manager may require the possibiligntdyse the behaviour of his transactions on his
own sub-detector database account.

- The End-User may require the possibility to analyse theviehaof his own personal transaction such as size and
rate/duration of the transactions, or detect fault sitretirelated to insufficient password strength or inappab@ri

5 Cheet ah - The Python-Powered Template Engihet p: / / www. cheet aht enpl at e. org/ .
6 Cher r yPy: a pythonic, object-oriented HTTP framewotit t p: / / www. cher rypy. or g/ .
7 AJAJ: Asynchronous Javascript and JSON



access to critical data such as metadata.

To summarizePopCon monitoringautomatically detects the cookies installed in each udedsvser and this
information is used to match the user with a role (Oracle Bada Administratof?PopCon tooldeveloper, CMS sub-
detector manager, End-User), in order to provide a cusexnizport that allows each user to have a customized
printout of information depending on his needs.

The use of data mining techniques to extract patterns frays ¢ database transactions (operator, date and time)
and the history of recorded user interactions has some gleamrantages. The storage of these patterns will help the
user to read and understand quickly the current situatitimwt going through several pages and use the search fields.

CONCLUSIONS

Although the number of samples analysed here is limitedapipied approach demonstrates that our application is
dynamic since it can work and parse the different types of #latwhich date is a primary key.

Date can be written in many different ways because of flexython functions which work with date and parses
it.

Another important feature of this application is that thRepCon User Interaction Recordexould be used in
combination withPopCon data-miningo provide almost the same functionality in general for appliation. It's
indeed a flexible part which helps to collect and interpridrimation about user activities, and the actions made while
he handles the application. This information can also bd tsprovide new and comfortable features for users, as we
are using it to adapt thtopCon Web Interfac® the user’s needs.
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