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Abstract

We show that a two-dimensional convection—diffusion problem with a radial
sink or source at the origin may be recast as a pure diffusion problem in a
fictitious space in which the spatial dimension is continuously tunable with the
Péclet number. This formulation allows us to probe various diffusion-controlled
processes in non-integer dimensions.

1. Introduction

Consider a system of non-interacting passive particles that undergo a combination of diffusion
and convection that is driven by a steady velocity field v = v(r). The particle density
¢ = c(r, t) obeys the equation of motion
ac
ar

where D is the diffusion coefficient. If the velocity field is radial, v = v(r)7, and the initial
conditions are radially symmetric, the density satisfies

+(v-V)c= DV, ()

dc n ac D 9%c n d—10dc @
— 4+v— = — — .
ot or ar? ror

Suppose that the velocity field is inversely proportional to the radial distance, v = %

Such a divergenceless field is natural in two dimensions and is generated by a point sink (or
source) of strength Q in an incompressible fluid. This flow field has the remarkable property
that the convection term can be absorbed into the diffusion operator by an appropriate shift of
the spatial dimension. Indeed, the density satisfies

dc D 92c n dest — 1 dc 3)
ar or? rooor)’
where the effective spatial dimension is given by
2 D 4w D

Here X is the Péclet number; the numerical factor (47r)~! is chosen to simplify the formulae
that follow.
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We can thus interpret convection—diffusion in two dimensions with a radial velocity
v o< r~! as isotropic diffusion in a space with variable effective dimension. The motivation
for developing this connection is that there are a variety of problems in many-body physics
for which the spatial dimension is an important determining factor in the phenomenology. In
diffusion-controlled reactions, for example, a large body of work has uncovered the general
feature that when the spatial dimension d exceeds a critical value d. (that depends on the
specifics of the reaction), the reaction kinetics has a mean-field character, a situation where any
pair of reactants is equally likely to react. Conversely, when the spatial dimension d < d,
fluctuation-dominated phenomena arise, such as anomalously slow kinetics and non-trivial
spatial organization of reactants (see, e.g., [1-6] for reviews). The radial flow system offers
a potentially attractive way to study the full range of behaviour between the disparate mean-
field and fluctuation-controlled regimes simply by tuning the flow velocity.

In this work we therefore exploit the connection between convection—diffusion in two
dimensions and pure diffusion in a space with a tunable effective dimension. By this
equivalence we can probe diffusion-controlled processes in an arbitrary dimension by varying
the Péclet number. In the next section we emphasize some subtleties associated with this
mapping. In the following sections, we study simple diffusion-controlled reactions in general
dimensions by exploiting the mapping to radial flow in two dimensions. We first consider the
influence of an absorbing trap on the concentration profile in section 3. In particular, we analyse
the minimal separation between the particles and the trap. In section 4 we consider two simple
reactive systems, namely irreversible coalescence and irreversible annihilation.

2. Spreading of a ring

As a warm-up exercise we first consider the spread of an initial density profile that is
concentrated on a ring of radius R,

1
c(r,t =0) = ﬁé(r —R). (5)

This example illuminates some pitfalls of the mapping of convection—diffusion in two
dimensions onto a pure diffusion problem and shows that the size of the ring is asymptotically
relevant only for sink flows.

It is possible to find the spread of the initial ring by solving the convection—diffusion
equation in two dimensions subject to the initial condition (5). The solution can be written in
terms of Bessel functions in the Laplace domain or as an infinite series in the time domain.
However, physical insight about the solution is more easily obtained from its asymptotic
behaviour. To determine the asymptotics, we make use of the mapping (3) and express the
original problem as a purely diffusive system and then use the well-known scaling solution of
the latter equation to describe the spread from a point mass at the origin.

There is a subtlety in specifying the initial condition. The initial two-dimensional ring
distribution (5) is normalized to unit ‘mass’

M( =0) :/ c(r,t =0)2xrdr = 1.
0

In the effective d-dimensional space, however, the mass M. is different,
(mrR*)™*
NG

Here Q, = 2m%/2/T'(d /2) is the surface area of a unit sphere in d dimensions. Asymptotically,
the concentration profile should depend on the total effective mass M., while the initial size

o0
Mo = / cr,t =0)Qur?dr = (6)
0
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R should become irrelevant. Thus one might anticipate that the density approaches

Mg r
c(r,t) — W exp (—m) (7
in the long-time limit.
Interestingly, equation (7) is correct only for sink flows. An inconsistency in the ansatz (7)
can immediately be seen by computing the total mass, M(t) = [ ¢(r, t)27r dr, in the physical
two-dimensional space. Using (7) we obtain

M) — — (4P’ 8
()—>m_k)<R2) @®)

in the long-time limit. Equation (8) looks reasonable for sink flows—the sink causes particles to
disappear which is reflected by the decay of M(¢#). On the other hand, for source flows (A > 0)
equation (8) is invalid—the prediction that the total mass diverges as t* is clearly nonsensical.

To resolve this puzzle, it is useful to recall the derivation of equation (7) to see why it
does not apply to source flows. The fundamental solution (7) may be found by noting that
the diffusion equation is invariant under the transformation r — ar,t — a%t. Hence the
scaling variable n = r2/4Dt remains invariant under this scale transformation, suggesting
that the fundamental solution has the form c(r,#) = t ”F(n). Then mass conservation
[d%rc(r,t) = M = const yields b = d/2. Finally, by substituting c(r, #) = t~%>F () into
the diffusion equation and solving the resulting ordinary differential equation we find F = e™"
and thus recover equation (7).

For the radial flow problem, however, mass conservation arises in the physical two-
dimensional space, rather than in the effective d-dimensional space. Therefore, b = dphys/2 =
1; that is, the asymptotic solution should read

1 r?
) t —F ) = > 9
c(r )—>4nDt (m =10 ©))
so that the conservation law
oo oo
M(t) = / c(r,t)2nrdr = / F(n)dn=1 (10)
0 0
indeed holds. By substituting (9) into the governing diffusion equation (3) we find
nF"+(Q—A+nF +F =0, (11
which is solved to yield
n
F(n) = ——¢ " 12
(m) ra+n® (12)

Thus for source flows, the total mass remains constant, M (¢) = 1, and the density is

1 1 2\ r?
c(rit) > ———— | —— ) exp| —— ).
I'(1 4+ A) 4 Dt \ 4Dt 4Dt
In this case, the system ‘forgets’ the initial conditions.
Conversely, our hand-waving argument is correct for sink flows, as can be verified by

explicit solution of the full convection—diffusion equation [6]. Therefore the total mass decays
according to equation (8) and the density is given by (7), or equivalently

1 1 4Dt \* r?
c(rit) > ———— | — ) exp| —= -
[(1—A) 4xDt \ R2 4Dt

The system ‘remembers’ initial conditions, as is reflected by the appearance of R in the above
asymptotic expressions.
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3. Distance to the closest particle

As an illustration of the utility of the equivalence between convection—diffusion in two
dimensions and pure diffusion in general dimensions, we examine here the following question:
what is the typical distance from the boundary of the absorbing trap to the closest particle?
Suppose that the trap is a disc of radius R centred at the origin, so that particles freely diffuse
for r > R and get absorbed at ¥ = R. We assume that the initial density is uniform, c|;—o = co.
We anticipate that the typical separation rp,;, between the trap and the closest surviving particle
exhibits the following behaviours:

e For sink flows, rpy;, is finite.
e For source flows, rmi, diverges with time.

We now confirm these expectations and establish the precise asymptotic form of the minimal
distance rpi, by employing a simple quasi-static approach [7, 8]. The minimal distance can
also be found by more formal methods [9, 10].

For sink flows, the concentration approaches a time-independent profile c., (7) that is found
by solving the Laplace equation subject to the absorbing boundary condition, ¢ |,—g = 0. This

solution is
R\42
Coo(r) = o |:1 — <—> ] . (13)
r

We now estimate rpy;, from the extreme-value criterion [7]

/ c(r,t)2mrdr = 1, (14)
R

which for the density profile (13) becomes

T'min R d-2
1= / co |:1 — <—) :|2nr dr.
R r

Computing the integral we find that the dimensionless minimal distance #yin = min/ R obeys

o 5 u2+2k —1
S T

For source flows, the minimal distance grows with time because particles are driven away
from the origin. In using the connection to pure diffusion in a space of dimension d.¢ we note
that deir < 2, and therefore we can set the radius of the trap to zero because a diffusing particle
is recurrent and will hit a point trap with certainty if degr < 2. This equivalent problem has the
advantage of being tractable analytically by elementary means. Indeed, we look for a scaling

solution of the form

r2

1) = coF(n), =—, 15
c(r,1) = coF (n) "= 1D (15)
that also satisfies
ly=0 =0, ¢li=0 = co. (16)
By substituting the scaling ansatz (15) into the governing diffusion equation (3) we find
nF"+ (1 —=r+nF =0, (17)
whose solution is
1 gkflefé
F(n) = d . 18
(m) /0 3 ) (18)
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Using equation (14) together with (18), the minimal value 9y, = rr%ﬂn /4Dt of the scaling
variable obeys

')
41 Dtcy

Nmin
=/0 dEE" (pmin — ).

FWLQ A+l Thys

In the long-time limit i, — 0 and hence the above integral simplifies to F5=57 1y, -

we arrive at

(4D1)* (19)

[F(}\+2)
Ymin = | —
TCo

} 1/(22+2)

Let us now illustrate our results by considering some specific examples. For sink flow with
L = —1/2, the effective dimension de = 3 and

'min = R+ (7760)_]/2'

For source flow with A = 1/2, der = 1 and

9 Dr\'°
Fmin — Ec—g .

For source flow with A = 1, degf = 0 and

8 Dr\'*
Fmin — (——) .
T Co

Note that for true one-dimensional diffusion, the distance from the trap to the closest surviving
particle also scales as (Dt/ cg)l/ 417, 9, 10]. Finally for very strong source flows with A > 1,
the effective dimension is d < 0 and

/ A [ Ot
Fmin = +/4Dt— = g
e Te

In this case, the particles are driven away from the trap in an essentially deterministic manner
and the above scaling dependence of 7y, follows directly from 7 = v ~ Q/r.

The case of pure diffusion in two dimensions is most subtle: the density profile remains
time-dependent, but we cannot seek a solution in a scaling form because the size of the trap
cannot be ignored in two dimensions [6]. The divergence of the minimal distance with time is
also particularly delicate in this case, namely [7, 10],

\/ In(D1/R?)
Fmin ™ : (20)
27 co In[In(Dt/ R?)]

4. Interacting particle systems with a localized source

Consider now the influence of radial flow on an interacting particle system. Particularly simple
models of this type are irreversible annihilation or irreversible coalescence [11-14]. Suppose
that the system is initially empty and that a localized particle source of strength J at the origin
is turned on at time r = 0. Particles are emitted at the origin and are advected by the radial flow
field. The particles also diffuse and react upon colliding with each other (we set the particle
radii equal to one). These processes may be described by the rate equation

ac D 3%c  dgr—10c Dc?

ar <ar2 r 8r> In(1/c)
Here we employ a phenomenologically motivated form for the reaction term that reflects the
true two-dimensional spatial nature of the problem. In the homogeneous source-free case

+ J&(r). 2y

5
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equation (21) reduces to ¢ = —Dc?/In(1/c), which leads to ¢(t) ~ (Dt)~" In(Dt) asymptotic
behaviour that was rigorously proved to be correct [15].

We now employ the same line of reasoning as that given in [11, 14] to determine the
particle density. When the effective dimension is sufficiently large, d > 4, particles do not
‘see’ each other; i.e. they interact sufficiently weakly that far from the source a non-interacting
density profile, c(r) ~ r~“=? should arise. For d < 4, the reaction and diffusion terms
balance each other, leading to ¢(r) ~ r~2Inr. The borderline case of d = 4 needs to be
analysed separately, and after some algebra (see equations (30) and (31) below) it is possible to
find a nested logarithmic correction to the basic r~2 behaviour: ¢(r) ~ r[In(Inr)]".

Having determined the density profile, we can now probe the temporal behaviour of the
total number of particles. Using the fact that the flow field decays as 1/r and that 7 = v,
the maximum distance travelled by particles grows as +/t. Thus the total number of particle

in the system scales as N(¢) ~ foﬁ drre(r). Using this relation, we arrive at the following
conclusions:

e For sink flows with A < —1, the effective dimension obeys dets > 4. The density profile
and the total number of particles are

c(r) ~r @72 =y N(t) ~ 1. (22)
The sink is thus strong enough to keep the total number of particles finite.
e For the case of sink flow with A = —1, the effective dimension is critical, deif = 4. The
density profile and the total number of particles are
) ~r 2, NG ~ — 23)
In(Int)
The total number of particles therefore exhibits an unusually slow growth in this marginal

regime.
e For sink flows with —1 < A < 0 and also for source flows, the effective dimension obeys
degt < 4. The density profile and the total number of particles become universal
c(r) ~r21nr, N(t) ~ (In7)>. (24)
We conclude that for the case A > —1 the total number of particles grows extremely slowly
with time, while for A < —1 there are just a few particles in the system.

The results for source flow are seemingly peculiar; here one might naively expect that the
total density grows linearly with time because particles are driven away from each other by
the flow and thus would not interact. Let us therefore re-derive some of our results without
exploiting the mapping between radial flow in two dimensions to pure diffusion in a variable
spatial dimension. Consider, for simplicity, the case of strong source flow, i.e. the Péclet
number is large. We may then drop the diffusion terms and keep just the dominant convection
term. Using this simplification, and assuming that the system is in the steady-state regime, the
governing equation (21) becomes

2 de c?

=— ) (25)
r dr In(1/c)
Integrating this equation we obtain
In(1/c) N r?
~ A+ TR (26)
where we use the shorthand notation A = ¢, ! In(1/cp). We estimate the density ¢y near the
origin from the conservation law anco% = J to give ¢y = J/Q and therefore

A:gln(g>.
J J
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From equation (26), we finally obtain the steady-state density profile
n[a+ %]

A+ o

c(r) >~ (27)
Sufficiently far from the origin, r > ~/AA, equation (27) simplifies to c¢(r) ~ r~2Inr in
agreement with our previous findings in (24).

To determine the total number of particles we note that the steady-state solution formally
holds as long as r < /Qt/m. Using the fact that the leading edge of the particles advances as
r = / Qt/m, the total number of particles then scales as

/JW

N(t) ~ c(r)2mrdr.

0
From (27) we then obtain

N(t) ~ 2z {In*(Dt + A) — In* A}. (28)

In the long-time limit, equation (28) qualitatively agrees with our previous result, N(¢) ~
(Int)%. Note, however, that logarithmic behaviour arises only after a short-time linear regime.
For Dt <« A, we get N(t) ~ 4nAmTA D¢, which simplifies to N(t) ~ Jt. Thus indeed
the total density initially grows linearly in time in accordance with intuition. The crossover
between these two regimes occurs att. = A/D ~ (A/J)In(Q/J).

The previous analysis equally applies to annihilation and coalescence. More generally,
we may also consider irreversible mass-conserving aggregation where the reaction of a cluster
of mass i with a cluster of mass j leads to a cluster of mass k = i + j. For aggregation,
the fundamental quantities are the densities of various particle species. Let us set the mass
of particles that are emitted at the origin to unity. We denote the density of these monomer
particles as c¢;. Generally let ¢, be the density of particles composed of kK monomers. We
shall seek only the stationary densities ¢ (7). These densities satisfy a modified Smoluchowski
equation

d? der — 1 d J
— — . 2 = ——68;106(1). 2
<dr2 + r dr> ln(l/c) (Z “acr= Ckc) D! ® (29)

Here we again employed a phenomenologically motivated form for the reaction term (see,
e.g., [16]) and we additionally assumed that the coalescence rate is independent of the masses
of the two reactants. (The latter assumption was originally made by Smoluchowski; it greatly
simplifies the analysis of the infinite system of rate equations [17]. Furthermore, for diffusion-
controlled reactions in two dimensions, the reaction rate depends on the radii of the reactants
in a weak logarithmic fashion [1, 6].)
The asymptotic behaviour is especially interesting in the marginal case of A = —1 when
the effective dimension is critical, degr = 4. Then the total density satisfies
d’c  3dc c? 30
dr2+rdr " In(1/c¢)’ (30)
whose leading asymptotic behaviour is

4 an
T P2

The density of monomers then satisfies
d?c, 3 dcl 2c 4

V5 ¢ = C1,
a2 oy dr ~ In(1/c) r2(Inr) In(lnr)
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whose solution is
1 1

"~

Solving for the first few k-mer densities one by one, we observe that they all have the form

ci (32)

1
ek = 5 Fi(p), p = g In(nr). (33)

This approach also gives F; ~ p~2 for small k, but it is better to derive this result in general
rather than guessing this behaviour based on the small-k behaviour only. Thus substituting the
ansatz (33) into (29) and keeping only the dominant terms we obtain

which is a long-time limit of a system of equations originally solved by Smoluchowski
(see [17]), with p playing the role of time. The solution admits the scaling form F, = p~2e*/?,
and therefore

16 1 4k (34)
Ch=—F————>EXpj——— 1.
KT [In(Inr)]? P In(Inr)
Using this result we can verify that the total particle density c(r) = Zk>1ck(r) is

consistent with our previous prediction (31); we can also compute the mass density m(r) =
Y ks ker(r) = r~2 and estimate the total mass to be

NG
M(t) = / m(r)2nrdr = wint. 35)
0

When A > —1, that is, the effective dimension is smaller than critical, deir < 4, the
particles do not undergo a sufficient number of collisions to develop a scaling form like (34).
Nevertheless, at least the monomer density always exhibits interesting dynamical behaviour.
Indeed, using (29) and ¢ = 8(1 + 2)r~%1Inr, which is the precise form of (24) that includes the
correct amplitude, we find that the monomer density satisfies

d’c; 1 —=2xde;  8(1+ 1)
_— = ).

- = 36

dr? + rodr r2 (36)
Solving (36) gives

ci~r ", n=—A++AZ+8(1+ 1), (37)

so that the monomer density has a pure algebraic tail with a A-dependent exponent.

5. Concluding remarks

Allowing the spatial dimension d to be a free parameter and then developing theoretical
approaches based on this parameter (an expansion about a critical dimension, dimensional
regularization, etc) has proven extremely fruitful in field theory and statistical physics [18, 19].
Thus in many treatments of critical phenomena, non-integer dimensions arise naturally, but this
construction is generally used as an intermediate step toward the ultimate goal of obtaining
information in physically relevant spatial dimensions, such as d = 1, 2, 3. However, certain
complex problems can be mapped onto simpler ones that are defined in spaces of a non-
integer spatial dimension. We demonstrated that such a connection arises for a class of two-
dimensional convection—diffusion problems in which the flow field is radial and proportional to
1/r. It would be exciting to realize these convection—diffusion flows experimentally and hence
probe dynamical processes in spaces whose dimension is not necessarily an integer.

8
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