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S1. CAVITY DERIVATIONS

In this section, we provide detailed derivations of all closed-form solutions for both models. We begin by setting
up the theoretical framework and providing some useful approximations before deriving solutions for our two models.
These calculations follow the general procedure laid out in Ref. 49.

A. Notation Conventions

e We define M as the number of points in the training data set, Ny as the number of input features, and IV, as
the number of fit parameters/hidden features. We define the ratios ay = Ny/M and o, = N, /M.

e Unless otherwise specified, the type of symbol used for an index label (e.g., Ay,) or as a summation index (e.g.,
> .) implies its range. The symbols a, b, or ¢ imply ranges over the training data points from 1 to M, the
symbols j, k, or | imply ranges over the input features from 1 to Ny, and the symbols J, K, or L imply ranges
over the fit parameters/hidden features from 1 to N,.

e The notation E,[-], Var,[] and Cov,[-, -] represent the mean, variance, and covariance, respectively, with respect
to one or more random variables . A lack of subscript implies averages taken with respect to the total ensemble
distribution, i.e., taken over all possible sources of randomness. A subscript 0 implies averages taken with
respect to random variables containing one or more 0-valued indices (e.g., Xq0, Xo;, Wos, or Wjo).

e We use the notation O(-) to represent standard “Big-O” notation, indicating an upper bound on the limiting
scaling behavior of a quantity with respect to the argument.

B. Theoretical Setup

For completeness, we begin by reproducing some of our theoretical setup from the main text. We consider data
points (y,X), each consisting of a label y and a vector X of Ny input features. The labels are related to the input
features via the teacher model

y(X) =y" (% 8) +e, (S1)

where ¢ is the label noise and y*(X; B) are the true labels which depend on a vector B of “ground truth” parameters. We
consider features and label noise that are independently and identically distributed, drawn from a normal distributions
with zero mean and variances 0% /Ny and o2, respectively, so that

2

(o
E[xmj] =0, COV[$a7j,$b7k] = FX(Sabéjk (82)
f
E[&‘a] = Oa Cov [eaaeb] = Ugéab (SS)

for two data points X, and X, with label noise ¢, and &,.
We also restrict ourselves to a tacher model of the form

Y (% B) = UBUXf( X8 ) (S4)

()

h2

where the function f is an arbitrary nonlinear function and (f’) = \/% [ dhe™ = f’(h) with prime notation used

to indicate a derivative. We assume the ground truth parameters are independent of all other random parameters
and are also normally distributed with zero mean and variance U%,

We consider a training set of M data points, D = {(y, %) }}L,. We organize each input feature vector into the
rows of an observation matrix X of size M x Nj.
We consider a linear student model,

I(X) = 2(X) - w, (S6)



where W is a vector of N, fit parameters. The values of the fit parameters are determined by minimizing the loss
function

Z Ayb +5 Z va (87)

where we have defined the residual label error as Ay, = y, — 9,. Taking the gradient of the loss with respect to the
fit parameters and setting it to zero results in a system of N, equations for the N, fit parameter,

OL(%
W) __ > Ay Zyg + My (S8)

b

0:

oWy

Note that the regularization term ensures that this system of equations always has a unique solution.

C. Central Limit Approximation

Frequently in these derivations, we encounter large sums of statistically independent random variables. In the
thermodynamic limit, we utilize the central limit theorem to approximate these sums as a single random variable
defined by only a mean and a variance. Here, we derive expressions for the approximate forms of three different types
of sums that will be needed. In the following derivations N and N’ are considered to be thermodynamically large
variables.

First, we define a length-N vector a of random variables a; that are normally distributed with zero mean and
variance o2 /N,

Ela;] =0,  Covla;,ar] = %@k. (S9)

The first sum we approximate is the dot product ¢-a where € is a length- N vector with elements c; that are independent
of a. In the thermodynamic limit, this sum approximates to

2
o2
Ek cray = oz, o? =24 Ek c, (S10)

where z is a normally distributed variable with zero mean and unit variance. To derive this we simply evaluate the
mean and variance of this sum with respect to &,

Ez [Z ckakl = Z Q?kEg[ak] =0 (Sll)
k k
Z CrQp
k

The second sum we consider is the product a7 A%, where A is an N x N matrix whose elements are independent of

Varz

Z i Varz[ay,] W‘QI Z . (S12)
k

a,

2
U{l
;k Ajkajak ~ N Ek Akk- (813)

To derive this, we evaluate the mean of this sum with respect to & to be
o2
(l
E;,' Z Ajkajak Z AJkE ajak W Z (814)
Jk Jjk k
To calculate the variance, we use Wick’s theorem to derive the fourth moment of the elements of &,

E[a]akalam] =0 (6jk§lm =+ 5]l§km + 5gm5kl) (815)



Applying this identity, we find the variance to be

Varz E Ajrajag | = E A Aim Covalajag, ajam)
ik jklm

= Z A A (Ezlajaraian) — Ezlajar)Ezlaian])
Jjklm

4
Oq 2
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In the second-to-last line, we have rewritten the trace over AT A in terms of the eigenvalues o; of A. If each eigenvalue
is O(1), then the total variance is O(1/N) and can be neglected.

For the third sum, we define an additional vector b of length N’ whose elements b; are independent of & with zero
mean and variance o7 /N’,

o2
E[b;] =0, Covlby,bx]| = FCSJK (S17)
The third sum we approximate is the product é'TBB, where B is a N x N’ rectangular matrix whose elements are
independent of both & and b,

> Bjkajbx ~0. (S18)
iK

To derive this, we take the mean with respect to both a and 5,

By | D Bixajbi | =Y BjxFala;]Eglbk] =0, (S19)
and also evaluate the variance to be
Varg 5 Z Bjkajbk | = Z Bjk BinCovy glajbr, aibu]

FKIM

= Z Bjx Bin (Ealajai]Eg[brcbar] — Ealas]Eg[bx|Eala]Eg[ba)

_O'O'b 2
_NN’ZB (520)
_aob

NN’ZU
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Analogous to the variance of the previous sum, in the second-to-last line we have decomposed B in terms of its singular
values o;. If each singular value of O(1), then the total variance is O(1/N) and can be neglected. Since the mean is
also zero, we find that all sums of this form can be ignored in the thermodynamic limit.

D. Nonlinear Function Statistics

Here, we show how the labels and hidden features can each be decomposed into linear and nonlinear components
that are statistically independent of one another. We also derive the statistical properties of the resulting nonlinear
components.



1. Integral Identities

First, we derive some useful integral identities for the expectation values of the nonlinear functions encountered in
this work. In this section, we consider input features that are correlated, but collectively follow a multivariate normal
distribution with mean zero and covariance matrix g,

E[® =0, Cov[®,XT] = ¥, (S21)

where the covariance is normalized so that Tr ¥z = 0% . Throughout the rest this work, we usually consider indepen-
2 —
dent input features where Xz = 7\,—’;] ~;- We also define a pair of random vectors & and b, each of length Ny, whose

elements are independent of X with mean and variances

Ela;] =0, Covlaj,ar] = azéjk
E[b] =0, Cov/[b;,b] = o301 (S22)
Covlaj,bg] = 0.

Defining g(h) as an arbitrary function and taking the thermodynamic limit, we will utilize the following three approx-

imate identities:
X-a\]
Belo(Z2)] ~ (523)

Q

Ox0gq
L (%-&\] &
Ex |Xg ~ (g") (524)
0x0q ) | Ox0gq

&\ (%Db)]
g )
Ox0Ogq ogx0oyp

2B
(=5 -
ox0yp
where we have defined the integrals

0) = o= / dhe™ "% g(h), <g’>=\/% / dhe™ "% g/ (h). (526)

Each of the above averages is evaluated with respect to the distribution of input features, where we define the
differential over all elements of a vector of input features X as,

X
o
o

X

&3]

1)
<
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&3]
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pr— X e (S27)
—/(2m)Nr det S ’
Next, we derive the identity in Eq. (523),
s ) ) = oo (5)
Ox0q 0X0q
- /Didhg(h)é(h— x a)
OXO0q
diL i (h— %3
= / DEdh_g(h)e h(n-35) (S28)
= / dhd—ﬁg(h)eiﬁh dx o~ 3X g R—ih
2T \/m
dh ikl e

At this point, we approximate the sum in the exponential using the central limit theorem. With proper rescaling, we
apply Eq. (S13) to find

ary.a 1 a; ag
= =5 > (NeEsg ) | —— ~ 529
Jg(ag Jg(ag I (N ’]k)<,/Nf> <,/Nf ’ (829)



where we have identified NyX% and a;/\/Ny with Aj; and aj, respectively, in Eq. (S10). Using this approximation,

we proceed to find
Ei|:g(xa):| %/dh@g(h)ezhh_g
Ox0q4 2

1 h2
=—— [ dhe" 7 g(h
5 [ dne gt
= (9)-
To derive the remaining two identities in Eqgs. (524) and (S25), we follow analogous derivations. In particular,

X-b
OX0b

(S30)

X-a
OXx0q

we note that Eq. (S25) implies that the two functions g( and g( are statistically independent from one

another in the thermodynamic limit.

2. Label Decomposition

By defining the ground truth parameters as shown below, we are able to decompose the labels into linear and
nonlinear components,

y(X) =% B+ oy (®) +5, B =3 Cove[%, y" (%)), (S31)

where dy3(X) = y*(X) — X - B and the covariance matrix of the input features g = Covg[%, 7] is assumed to be
invertible.
We prove that the linear and nonlinear terms are statistically independent with respect the input features X as

follows:

(S32)

Furthermore, we can show that the ground truth parameters as defined in Eq. (S31) coincide with those of the
teacher model,

(%) = WXf( .l ) (933)

(f") "\ oxos
To do this, we evaluate the covariance in Eq. (S31) and use the identity in Eq. (S24) to find

B =23 Covg[%, y* (%))

(S34)

So we see that the definitions are consistent with one another.
Next, we calculate the variance of the nonlinear components of the labels dy% (X). To do this, we first calculate
the mean of the squared true labels using the identity in Eq. (S23),

o302 %.8 ? 2
a0 ()] = T b f(aX > ) ~oiok T (535)



Using this result and the fact that the linear and nonlinear components of the labels are independent, we find the
variance of the nonlinear components in the thermodynamic limit to be

2\ n2
Varg[6yty (R)] = ggaﬁw. (336)
(f)
Furthermore, it is clear that the nonlinear components for two independent data points X, and X, will also be

independent.
Since there are no other random variables present in the above variance, we summarize the statistical properties of
the nonlinear components of the labels for independent data points X, and X, with full ensemble averages, giving us

E[oyRp (X)) =0, Cov[oyi(Xa), 0yNL(Xp)] = 03, dap, (S37)

where we have defined the variance ng* of the nonlinear components as

2\ _ n2
ng* = agag(Af, Af = <f ><f’>§f>
N , Y . (S38)
2\ _ —b- 2 no_ — bt
o >‘m/ dhe "5 f2(), (f) m/ dhe™"5 f'(h).

3. Hidden Feature Decomposition

Similar to the decomposition of the labels, we decompose the hidden features into linear and nonlinear components
that are statistically independent with respect to the input features by defining W as follows:
7(%) = LT WTs+0an(R), W = 35 Covg[%, 77 (X)), (S39)

VN

where we have defined the nonlinear component as §zn1,(X) = Z(X) — “Jf] 1 — WTR. We have also defined the mean
P

as . /+/N,1 where 1 is a length-N,, vector of ones.
We prove that the linear and nonlinear terms are statistically independent with respect to the input features X as
follows:
Covg[WTR, 67y (R)T] = Covg[WTR, 77 (%) — \;‘JZTIT — %TW]
f

= W7 Covg[%, 77 (%)] — j}%chovﬁ[g 17 — W7 Covg[%, X |W (540)
= WTSeW — WrseWw
= 0.

We also show that W as defined in Eq. (S39) coincides with that in the definition of the hidden features,

o 1 oowox [ /Ny Tg
Z(X)_<80/> \/ﬁp¢<awaxw > (S41)

As in the previous section, we evaluate the covariance in Eq. (S39) and use the identity in Eq. (S24) to find

W = 5" Covg[X,z” (X)]
g1 1 oowox %o 7VNpgTW
e N, oWoX

oyt L owox VN g
~ R / X <90>
() /N, owox

=W.

(S42)




So we see that the definitions are consistent with one another.

Next, we calculate the covariance of the nonlinear components of the hidden features §Znr,(X) with respect to
the full ensemble distribution. To do this, we first calculate the mean of each hidden feature using the identity in
Eq. (S23),

. 1 O’Wo'X \/7 . owox <(P>
E)—('[Z](X)] - <‘Pl> \/ﬁp (CTWO’X ZWkJmk>‘| ~ \/]Tp <<,0/>’ (843)

from which we see that

(o)
I, = OWwoXx . S44)
) (
Similarly, we calculate the mean of the square of each hidden feature,

Ex[3(0)] = WXE[ (r ZWM)] ~ bk &) (515

(") Np oWoX Ny (¢)

Using these two results and the independence of the linear and nonlinear components of the hidden features, we
calculate the variance of the nonlinear component of each hidden feature to be

Varg[dons, s (R)] = a%}vvzi (p?) — Zz?;_ <<p’>2. 1)

Finally, we calculate the mean of the product of two different hidden features J # K for the same input features
using the identity in Eq. (S25),

Eg(27(X) 2k (X)] = Ex[zs (%) Ex[2k (X)]. (547)

We observe that different hidden features are independent in the thermodynamic limit.

Since there are no other random variables present in any of the formulas, we summarize the statistical properties of
the nonlinear components of the hidden features for independent data points X, and X; with full ensemble averages,
giving us

2
o o . 05,
E[(;ZNLJ(XG)] = 0, COV [(SZNL”](XG)7 5ZNL,K(Xb)] = ]\(;P (sab(st, (848)
where we have defined the variance agz of the nonlinear components as
2\ _ 2 "2
ng _ U%VaggAgo, Ap = (%) <80/> - (¢")
(")
- o oo (S49)
== [ Fot), == [deTRm ) == [ane T
7 V2T ’ V2T ’ V2T .
—00 — o0 — 00

E. General Solutions

Next, we derive the forms of the general solutions reported in Eq. (18)-(21) in the results section of the main text.
First, we consider the training error. Recall this error takes the form

1
5train - M ; (Ayb)2 (850)

Taking the ensemble average, we express the training error as

<6train> = <Ay2> ) (851)



where we have defined the mean of the squared label errors as
1 2
17 D Avi
b

Next, we consider the test error, bias and variance. To evaluate these quantities, we first decompose the predicted
label for an arbitrary test data point (y,X) using the hidden feature decomposition in Eq. (S39),

(Ay*) =E : (S52)

§R) =% B+ L2 > iy + 0ZNL(R) - W, (S53)

VINp

where we have defined the estimated ground truth parameters 8 = Ww. It is interesting to note that we can identify
a definition for these parameters analagous to those of the ground truth parameters 3 in Eq. (S31),

B = 2 Covg[%, (). (S54)

Because we consider data with labels that have zero mean, the label predictions should also have zero mean with
respect to X. Therefore, if the first and last terms in Eq. (S53) each have zero mean with respect to X, the second
term should evaluate to zero to ensure §(X) overall has zero mean. For linear regression, this is clearly the case since
pz = 0, but we will later prove that )" ;s = 0 for the random nonlinear features model. For now, we will neglect
this term for the remainder of this section.

We evaluate the test error on a data set, D' = {(y;, i’g)}évi/l, sampled independently from the same distribution as
the training set. Recall that the test error is defined as

1 2
Etcst = M Z (Ayl/;) ) (855)
b

where the sum ranges from 1 to M’. We note that the residual label error of each test data point is described by
the same distribution in the ensemble. Therefore, once we have taken the average over the test data, the test error
can be expressed as an average over a single arbitrary test data point (y,X). Using this fact and applying the label
decomposition in Eq. (S31) and the predicted label decomposition in Eq. (S53), we find

B [Eiest] = B [ (%) — 5(%))°]
— Bx) [(i AP — 67w (R) - W+ Syt (R) + 5)2} (556)
= ﬁZAﬁiJra—gZZw%{Jra? .+
Ny - Np 4 Y
Next, we apply the remainder of the ensemble average to find
(Etest) = 0% (AB?) + 03, (0?) + ogy* + 02, (S57)
where we have defined the average of the squared parameter errors and squared fit parameters, respectively, as
Ly A
Ny <

Next, recall that the squared bias is defined as

(A% =F ., (@} =F

Ni > wi(] . (S58)
P K

Bias?[j(%)] = (Ep[§(3)] — v (%))*. (359)

Note that averaging over D implies averaging over only the features X and noise € of the training set. In order to
compute this average correctly, we make use of the following trick: we reinterpret the squared average over D as two
separate averages over uncorrelated training data sets. Now, instead of a single regression problem trained on a single
data set D, we consider two separate regression problems each trained independently on different training sets, D
and D, drawn from the same distribution with the same ground truth parameters B These regression problems
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will also share all other random variables including the test data point (y,X), W, etc. This allows us to express the
squared bias as

Bias?[§(X)] = Ep, 0, [(4(X) — 51(X)(y(X) — 52(2))], (S60)

where we use subscripts 1 and 2 to denote quantities that result from training on data sets D; and Do, respectively.
From here, we average over the test data point to find

Eg [Bias®[§(X)]] = Ex,p,.p, [(11(X) — ¥ (X)) (2(X) — y*(X))]
+Ep, p, l?\% ; w1, kW2, K (861)

2
g
=Ep, b, [N); E AB1kABo g + agy*.
%

Next, we average over the remainder of the ensemble variables, giving us
(Bias’[§(X)]) = 0% (AB1ASs) + 07, (1ida) + 05, (562)

where we have defined the quantities,

(AB1AB) =E

1
Ff zk: A/Bl,kABZ,k] ) (1) = E

1 ~ A
N, Z w1,Kw2,K] . (S63)
K
To derive the expression for the ensemble-averaged variance, we simply make use of the bias-variance decomposition
in Eq. (17), giving us
(Var[j(X)]) = (Eiest) — (Bias®[(X)]) — Noise
= 0% ((A8%) — (AB1AB2) + 03 ((0%) = (drids)).

Based on these expressions, we find that the training error, test error, bias, and variance depend on five key
ensemble-averaged quantities: (Ay?), (AB?), (0?), (AB1AB:), and (1q1bs).

(S64)

F. Linear Regression (No Basis Functions)

In linear regression without basis functions, the hidden features are the same as the input features,
Z(X) = X. (S65)

Using this definition for the hidden features, we decompose the equation for the gradient in Eq. (S8) into three sets
of equations for the fit parameters, residual label errors, and residual parameters errors,

My =Y Ay Xy + 1,
b

Aya = Z ABank + 6yItIL(ia) +é&q + fa (866)
k

ABj = Bj — Wy,

where we have also utilized Eq. (S31) to decompose the training labels into linear and nonlinear components. We
have also added small auxiliary fields 7; and &, to the two equations containing sums. We will use these extra fields
to define perturbations about the solutions to these equations with the intent of setting the fields to zero by the end
of the derivation.

1. Cavity Exzpansion

Next, we add an additional variable of each type, resulting in a total of M + 1 data points and Ny + 1 features. We
specify each new variable using an index value of 0, giving us the new unknown quantities wg, Ay, and ASy. These
new variables result in the addition of an extra term in each sum, giving us the equations

AUT)]' = ZAbebj + Uh + Apooj
b

(S67)
Ay, = Z ABrXak + 6ynL(Xa) + €0 + &a + ABoXao-
k
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Each new variable is also described by a new equation,

Mg = AyyXpo + no + AyoXoo
b

Ayo = > ABkXok + 8y, (%o) + €0 + €0 + Ao Xoo (S68)
k
ABy = Bo — o-

As a reminder, sums always start at an index value of 1. Therefore, we explicitly specify any terms with an index
value of 0.

Now we take the thermodynamic limit in which M and Ny tend towards infinity, but their ratio oy remains fixed.
In this limit, we can interpret the extra terms in Eq. (S67) as small perturbations to the auxiliary fields since they
each contain an element of X which has mean zero and an infinitesimal variance of O(1/Ny),

;= AyoXoj, 0 = ABoXao. (569)

This allows us to expand each variable about its solution in the absence of the 0-indexed quantities, corresponding to
the solution for M data points and N features,

Wi ~ Wj\o + Z Vﬂdnk + Z x%é{b
k b
Ayq & Ayao + Z yﬁf’énk + Z XaAbnyfb (S70)
k b
ABj ~ ABjo+ > valom + > x5 06,
k b

We use subscripts with \0 to refer to the unperturbed solutions for each unknown quantity; that is, the solutions in
the absence of the 0-indexed variables. We also define the susceptibility matrices as the following derivatives with
respect to the auxiliary fields:

P _ouy
jk — ank’ Xjb = afb )
0A 0A
Ay _ Ya Ay _ Ya 1
Vak ank ’ Xab agb ’ (87 )
a5 _ OAB, ss _ OAB)
I one T b o

It is useful to note that the susceptibilities for the residual parameter errors are related to those for the fit parameters
via a negative sign,

A D A n,
vj,f = —Vj}, xﬂfj = —Xjb- (S72)

Therefore, we replace all susceptibilities for the residual parameter errors with their fit parameter counterparts.
Substituting the expansions in Eq. (S70) into the equations for the 0-indexed variables, Eq. (S68), we arrive at the
following equations:

NS <Aya\0 +y v o + > be%fb) Xao + 10 + XooAyo
a k b (373)
Ayo =Y <Aﬁj\0 = vhom = X;%,m) Xoj + 0y (Xo) + €0 + &0 + ABo Xoo.
J k b

Our next step is to simplify these equations by approximating the sums over large numbers of random variables.

2. Central Limit Approzimations

Each of the sums in Eq. (S73) contains a thermodynamically large number of statistically uncorrelated terms. This
means that each sum satisfies the conditions necessary to apply the central limit theorem, allowing us to express
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each in terms of a single normally-distributed random variable described by just its mean and its variance. First, we
approximate the two sums that contain one of the unperturbed unknown quantities, Ay, or AfBj\o. In both sums,
the unperturbed quantities are statistically independent of any elements of X with a 0-index such as X, or Xo;.
Using this independence, we apply the identity in Eq. (S10) to find

_ 1
ZAyb\oXbo R O 2y o5 = Ug{af HAay?), (Ay?) = M Z Ayz?\o
’ ) ’ (S74)
Zk:Aﬁk\OXOk NoayIay,  Tay =0k (A%, (Ap?) = N, Xk: ABivos

where 0'12;) and asz are the total variances of the two sums and z; are za, are random variables with zero mean and
unit variance. It is straightforward to show that z; and za, are statistically independent since the two sums are
independent with respect to the zero-indexed elements of X.

Note that we have used the same notation, (Ay?) and (AB?), for the two averages that defined previously in
Sec. S1 E even though they each lack an ensemble average. In doing so, we have made the ansatz that these sums will
converge to their ensemble averages in the thermodynamic limit. This assumption is typical of the cavity method.

Next, we approximate the sums that include either of the square susceptibility matrices, XaAby or 1/“}f Similar to
the unperturbed unknown quantities, we use the property that the susceptibilities are statistically independent of the
elements of X with 0-valued indices. Applying the identity in Eq. (S13), we find

1

A — A

> Xar XaoXio ® ooy x,  x =370 xw)

ab b (875)

) 1 )
w ~ 2 _ w
E :ijXOonk ~oxv, V=N, E Vik>
ik 7%

where x and v can be interpreted as a pair of scalar susceptibilities.
The remainder of the sums contain rectangular susceptibility matrices which follow the form in Eq. (S18). Therefore,
each of these sums is expected to be small in the thermodynamic limit and can be neglected.

8. Self-consistency Equations

Applying the approximations from the previous section to Eq. (S73), we obtain the following set of self-consistency
equations for the 0-indexed variables, gy, Ayg, and Afy:
Ao = 0420 + Aok e X + 1o
Ayo = oayzay — Ayook v + 0yl (o) + 0 + &o (S76)
APy ~ By — o.
In these equations, we have also dropped terms proportional to Xgg since this quantity has zero mean and a variance

which goes to zero in the thermodynamic limit. Next, we solve these three equations for the 0-indexed variables,
giving us

B Boaia}lx + owze + 1Mo

w
0 )\—&-J%(a;lx
Ay = TayZay + 5yNL(2X0) + 0+ &o (S77)
1+oxv
BoX — 0z —
Aoy = 0 oo 770.
)\—i—axaf X

Note that all random variables within each of the above equations are statistically independent from one another.

Next, we make the approximation that in the thermodynamic limit, each of the unknown quantities is “self-
averaging.” In other words, we assume that an average over a set of non-0-indexed variables is equivalent to taking
an ensemble average of the single corresponding 0-indexed variable.
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This allows us to use Eq. (S77) to find a set of self-consistent equations for the scalar susceptibilities by evaluating
the appropriate derivatives with respect to the 0-indexed auxiliary fields and performing ensemble averages,

Ay Ayl | 9A% | 1
ZX ’ {Xooy]_E{ago]_Hag(u

X X amo] 1
V:—g v =BV =E|l—| = ———.
Ny 4 kk [v0] {8770 /\+0§(aJI1X

(S78)

Furthermore, we find the following self-consistent equations for the quantities, (?), (Ay?), and (AB?) by taking the
appropriate expectation values of the 0-indexed quantities, plugging in the forms of the scalar susceptibilities, and
setting the auxiliaries fields to zero:

Zwk\ONE o] = <%0§<O‘f X +okay <Ay2>)
(Ay®) M ZAyb\O ~ E[Ay] = x* (0% (AB%) + 03, + ) (S79)
(AB?) = ZAﬁk\O ~ E[Aﬁo] = 2(02)\2 + U%a?l <Ay2>).

Note that we have also defined the mean squared fit parameter size (?). In addition, each of the three mean squared
quantities can be interpreted as a full ensemble average. These self-consistent equations, along with those for the
scalar susceptibilities, capture almost all behavior of our model of linear regression in the thermodynamic limit.

4. Solutions with Finite Regularization (A ~ O(1))

Next, we derive the solutions when the regularization parameter A is finite. By combing the two scalar susceptibilities
in Eq. (S78), we find a quadratic equation for Y,

X+ [(ap — 1)+ Xag]x — Aay =0, (S80)

where we have defined the dimensionless regularization parameter

< A
e
Solving Eq. (S80), we find two solutions:
1 - — -
X=3 1—af(1+A)i\/[1—af(1+A)] + dagA|. (S82)

Using these solutions we can also find similar solutions for v. Next, we solve Eq. (S79) to find closed-form solutions
for (w?), (Ay?), and (AB?):

~ -1 -1 9

<w22> 1 —ag(ozf 2 (2) , Uga_‘%{af X2V22
(Ay®) | =0 1 —0xX (02 + 05, x* | (S83)
(AB?%) 0 —a%a;lug 1 S\QU%UXZ/Q

In combination with the solutions for x and v, these solutions are exact in the thermodynamic limit.

5. Solutions in Ridge-less Limit (A — 0)

In order to make the solutions in the previous section easier to interpret, we take the ridge-less limit where A — 0.
Based on the form of Eq. (S80), we make the ansatz that the lowest order contribution to x is O(1) in small A.
Accordingly, we expand x in small A up to O(X) as

X = Xo + Ax1- (S84)
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Substituting this approximation into the formula for x in Eq. (S80), we find the following equation at O(1):
0= x5+ (af — xo- (S85)
Solving this equation, we find two solutions for o,
X' =1-a;, x5 =0 (S86)

We label each set of solutions for all quantities with a superscript (1) or (2). These two solutions correspond to the
two solutions in the exact formula for x in Eq. (S82). Next, we collect terms in Eq. (S80) at O()),

0 =2xox1 + (ay —1)xa +ap(xo — 1). (S87)
Solving, we obtain an equation for x; in terms of o,

X a1

()

Combining this equation with x;~ = 0, we obtain the leading order term for solution (2),

@_ Y S
X1 ay— 1 (S89)

Next, we solve for the two solutions for v. By inspecting the equation for v in terms of x in Eq. (S78), we make
the ansatz that the lowest contribution of v is O(1/\),

1
VR SV + 1. (S90)
Substituting the solutions for xo and x; into the equation for v, we find that the solutions for v_; are
1 1 — 1
Do, B = S (S91)

2 . %% o2 «

a )

Since v’ is zero, we also solve for the next order term for solution (1),
m_ L af S92
. o% (1—ay) (592)

For completion, we also find that we can continue with this procedure to derive

@_ 1 1
vy = o (= 1) (S93)

We also expand each of the ensemble-averaged quantities (@?), (Ay?), and (AB?) in small \. We make the ansatz
that each of these quantities is O(1) to lowest order with the next terms in the expansion at O(\?):

(%) ~ (%), + N* (0?),
(Ay®) ~ <A92>0 + A% {Ay?), (594)
(AB%) = (AB%)y + N° (AB?),.
Solution (1): For the first set of solutions, the self-consistent equations, Eq. (S79), to lowest order, are
(@) = V) [oBokar 2 (§)? + okar Ay
Ay = 06 [0% (A8 + 3, + 07 (895)
(a6%)" = (4")Po%ar" (Ay?)g"

Substituting the solutions for the susceptibilities into these equations and solving, we find

() _ 2 L 2 ar
(W) =05+ g((aa—koéy*)(l_af)
Ay = (02 + 03,)(1 —ay) (896)
ov(1) _ L af
<AB >0 - Jg{ (05 +U§y*)(1 7Oéf).
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Solution (2): For the second set of solutions, the self-consistent equations to lowest order, are
(@) = ()2 rBokar?(04P)? + okart (AyA)P|
(Ay?)g? =0 (897)
2
(A = )2 |odok +okar! (AyHS.

We see that we also need the solution for (Ay?) to next lowest order,

(A = 0ok (ABA + 03, +02]. (398)
Substituting the solutions for the susceptibilities into these equations and solving, we find
~2y(2) _ o 11 5 2 1
<w >0 03 oy + 0%{ (05 + U(Sy*) (af — 1)
3
o}
Ay2) @ — 5252 Y 2 2 f 599
< y>2 O'ﬁUX(af_l)+(ae+aéy)(af_l)g ( )
-1 1 1
AB2V32) _ ;2 (g L2 2 )
< 6) UB oy +0§((Ua+a6y)(af_1)

Combined solutions: To determine when each of the two solutions applies, we use the fact that each of the ensemble-
averaged quantities (%), (Ay?), and (AB?) must always be positive by definition. Imposing this constraint, we find
that solution (1) only applies when ay < 1, while solution (2) only applies when ay > 1. Combining these solutions,
we arrive at the final forms for the three ensemble-averaged quantities in the A — 0 limit,

2 (U +0'5 ) ay .
(@?) = o5+ 7( o e Sliaf) if Ne<M
o +O’ .
Ugaflf + ?ﬂ(af%l) if Nf > M
<Ay2> _ (0'2 + Ugy )(1 - Oéf) \ if Nf <M (8100)
= [e3 .
A |:0'% A%(( 1)+(O' +0'5y )(afifl)} if Nf>M
(02405y-) _ay :
(AS?) = o (=ay) it Ny<M
2 (ap—1) + (U§+U§y*) 1 i Nf>M
93 oy 0% (ap—1) 1 f .
For completeness, we also report solutions for the two scalar susceptibilities,
. 1 arf .
1- f Ny<M Pl G if Ny<M
X:{ksf ;f N s V= L Y £ Nf M (S101)
0% (a;—1) f Noay Tol@,-n U Np>M

Finally, we use these expressions to derive the training and test error according to the general solutions in Egs. (S51)
and (S57),

<£ > (0'2 + Ugy )(1 — af) \ if Nf <M (8102)
rain/ — 2 oY .
t A |:O—,3 %((a 1)+(U +05U )W 1f Nf>M
1 .
(Etest) = (U€1+ 7o) £ Ny M (S103)
e 3ok H (02403 )ty i Ny > M.

6. Bias-Variance Decomposition

Next, we derive the bias and variance. According to the general solutions in Eqgs. (S62) and (S64), we only require
the quantity (AB1ABs) since o7, = 0. To find (AB1ABs), we use the formula for ABy in Eq. (S77) to characterize
its behavior when trained separately on two independent training sets, D; and Ds,

AP0 = v(BoA — 0wz, )

AP = V(Lo — 02z, )- (S104)
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As a reminder, we use subscripts 1 and 2 to denote quantities that depend on one of the training sets. Note that while
the random variables z;, and zy, are defined separately for the two regression problems, both equations share the
same [y. Multiplying these two equations together and using the self-averaging approximation, we find an expression

fOI' <A51Aﬂ2>,

<A61ABQ> = Z\]/:f ZAﬁlvaﬂQ» ~ E[AﬁLoAﬂg,o] = 1/2 (UgAz +E [0'12[)274312’71,2]). (8105)
k

Next, we calculate the expectation value of the product z,, 24, and find that it evaluates to zero as a result of the
statistical independence of the two design matrices, X; and Xo,

E (05 20, 20, ) ® E ZAy17a\0Ay27b\0X1,a0X2,b0

ab
5106
= Z E [Ay1,0\,0A92,6\0] B[X1,00X2,40] (S106)
ab
=0.
Substituting this solution into Eq. (S105), we find an expression for (AB1ASB),
(AB1AB:) = o5 A* V> (S107)
Inserting the solutions for v, we find in the A — 0 limit that
Xoi o i Ny<M
(AB1ASBy) = x, (af—l)é ) (S108)
] a? if Nf > M.
From this, we arrive at the final expressions for the model bias and variance in the A — 0 limit,
2 .
O 5y if Nf <M
. Dras— o Y 5
LIRS PPYSL P S
S109
N (02 + 02, ) 2 N, < M (5109)
(Var[y(x)}} = 0.20.2 (ay—1) + (0.2 _|_0.2 ) 1 if N:>M
30 ey Ty ) ;> M.

G. Random Nonlinear Features Model (Two-layer Nonlinear Neural Network)

In the random nonlinear features model, the student model takes the form

o 1 owox [N, Ty
Z(X) = o \/ﬁp¢<awaxw >, (S110)

where the elements of the random transformation matrix W are identically and independently distributed, drawn
from a normal distribution with zero mean and variance o3, /N,

2

g
EW;s]=0,  Cov[W;;, Wik] = FW kOJK - (S111)
p

We also assume that the elements of W are statistically independent of the ground truth parameters E , the label noise
¢, the features X, etc.

For this model, we again decompose the equation for the gradient in Eq. (S62) for the above set of hidden features.
To perform the cavity method, our aim is to construct a set of equations that are linear in the random matrices W
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and X. This results in four different sets of linear equations,
1 S
Xy =VMay * o (Ay) + >k Wis + Y Aypdans, s (Rs) + 15
k b

i =Y Ay Xy, + 1
b (S112)
Aya = Np,u'z <1D> + Z ABank - ZwK(sZNL,K(ia) + 5y1§L(ia) +éeq + €a
2 K

AB; =B =Y bk Wik + ¢,
K

where we have decomposed the training labels according to Eq. (S31) and the hidden features according to Eq. (S39).
We have also added a different auxiliary field to each equation and have defined the means of the residual label errors
and fit parameter, respectively, as

(Ay) = % > Ay, (w) = NL > k. (S113)
b P K

Furthermore, we have included an additional set of variables 1 = X7 Ay, which we will also have to solve for to obtain
closed form solutions.

1. Cavity Expansion

Next, we add an additional variable of each type, resulting in a total of M + 1 data points, Ny + 1 input features
and N, + 1 fit parameters/hidden features. Each additional variable is represented using an index value of 0, written
as Wy, o, Ayg, and ASy. After including these new unknown quantities, the four equations become

_1 - ~ 2
My =VMay * (Ay) + > axWis + Y Aypbane, s (%) + 0 + tioWos + Ayodane, s (Xo)
k b

Uj = ZAbebj + 15 + AyoXo;

b

Aya = —/Nppz () + Z ABpXar — Z Wi O2NL, K (Xa) + 0yng, (Ra) + €0 + & + ABoX a0 — Wod2znt, 0(Xa) (1
k K
ABy =B =Y dxWjk + G — doWio,
K
with each new variable described by a new equation,
Mg = \/Ma;% (Ay) + Z U Wio + Z AypdznL,0(Xp) + 1 + toWoo + Ayodant,o(Xo)
k b
iio =Y Ay Xeo + o + AyoXoo
; (S115)

Ayo = —/Npp, () + Z ABpXok — Z Wk OzNL, K (Xo) + 0yn, (Xo) + €0 + &o + ABoXoo — WodanL,0(Xo)
% K

ABy = Bo— > _xWor + o — thoWoo.-
K

Now we take the thermodynamic limit in which M, Ny, and N, tend towards infinity, but their ratios, ay = Ny/M
and o, = N,/M, remain fixed. We interpret the extra terms in Eq. (S114) as small perturbations to the auxiliary
fields,

ony = toWos + Ayodznw,s (Xo), 0 = AyoXoj,

. S . S116
08a = APoXao — Wodanr,0(Xa), 0¢; = —woWjo, ( )
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allowing us to expand each unknown quantity about its solution in the absence of the 0O-indexed variables, which
correspond to the solutions for M data points, Ny input features, and IV, fit parameters,

Wy~ o+ Z Vi Oni + Z STOUK + Y X708 + > whdGk
b k

Ui ~ u]\o + Z K§77K + Z¢ Ok + ZX?b(SEb + Zw?k(sck

(S117)
Mzmw+2%ﬁwﬁy<m+2m%ﬁxpég
ABj = ABjo + Z v o + Z ¢ vk + Z X5 08 + ijk 3Gk
b k
We define each of the susceptibility matrices as a derivative of a variable with respect to an auxiliary fields,

JK 737”(7 Jk 73%/116’ XJb 78&, ) Jk 76‘@ )

- o, 0 _ % o 8“] Wl — %

IK 877K7 Ik 3?/%7 ij aﬁb jk 8<k7 (8118)
VAy _ 8Aya (bAy _ aAya XAy _ aAya Ay _ 6Aya

aK a"?K ’ ak 81/% ’ ab agb ) Wak 6<k
A8 0AB; 5B8 O0AB; N 0AB; A8 OAB;

K ony oy v & i Wk,

Next, we substitute the expansions in Eq. (S117) into the 0-indexed equations in Eq. (S115). We then aim to
approximate each of the resulting sums in these expanded equations.

2. Central Limit Approximations

We approximate each of the sums containing one of the unperturbed quantities, @ o, %j\0, AYa\0, Or ABj\0, using
the central limit theorem. Because the unperturbed quantities in each of these sums are statistically independent of
all elements of both X and W with a 0-valued index, we are able to apply the identity in Eq. (S10) to find

~ N «
D oWio + > Aypodane.o(Zs) = 0 za, o5 = oiy af (@%) + 05,05 (Ay?)
k b P
> AypnoXuo ~ 0aza, op = oxa; (Ay?)
b (S119)

> ABwoXok — Y tk\odann k(o) & oayzay, A, = 0x (AB%) + 03, (@)

k K
5 ~ 2 _ 92 .9
ZwK\OWOK N OABZAB,  OAp = Ojy (W7),

K

where 2y, 24, 2ay, and zag are all independent random variables with zero mean and unit variance. We also define
the following averages:

N Z wK\07

M Z Ayb\m ABQ Z Aﬁk\o (5120)

1 )
Ff zk: Uk\0s (Ay

Next, we approximate each of the sums containing a square susceptibility matrix. Using the fact that all of the
susceptibility matrices are statistically independent of all elements of both X, W, and §Zxr,(X) with a 0-valued index,
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we apply the identity in Eq. (S13) to find

@ Trr . 2 Oy 1 Q
ijkWJOWkO Row w, W= N, ;wkk

ik P
A - 1 A
> Xar XaoXio ® ooy, x =17 X
o L (S121)
AB 2 _ AB
Zd)jk XojXok = ox @, ¢—Ffz¢kk
jk
w ~ 2 w
ZV]KWOJWOKNUWV7 N Z
JK
Similarly, we approximate the two additional sums containing the nonlinear components of hidden features,
Z I/}DK(SZNL J(io)dZNL’K()_C’O) ~ U?ZV
(S122)

Zxa d2nL0(Xa)d2nL,0(Xp) ~ 05,0, ' X,

with 05, defined in Eq. (549).

Finally, each of the remaining sums contains a rectangular susceptibility matrix, so according to the identity in
Eq. (S18), is approximately zero in the thermodynamic limit.

8. Self-consistency Equations

Next, we substitute the expansions in Eq. (S117) into Eq. (S115) and apply the approximations from the previous
sections, resulting in a set of self-consistent equations for wy, @g, Ayg, and ABy,

. 1 . a _
Ay =V MO[p 2/142 <y> + owzZe — Wo (J‘Q/Vafw + O'gzap 1X) + 10
P

g = oaza + Aﬁoﬂggaflx + %o (S123)
Ayo = —/Nppz (W) + oayzay + Ayo (UX¢ — ok v ) + dy%n (Ro) + €0 + &o
ABo = By — oapzag — ooy v + Co-

We have also made use of the fact that the terms including Xoo or Wy are infinitesimally small in the thermodynamic

limit with zero mean and variances of O(1/Ny) and O(1/N,), respectively. Solving these equations for the 0-indexed
variables, we find

1
Wa = v aPQIU’Z< >+0wzw+n0
0 )\—&—Jwafw—i—aézap X

gaza + 1o+ 0%a 'X(Bo — oapzas + (o)

Up = -
L+ofyokar xv (S124)
Ago = —/Nppiz (W) + oayzay + 0yxy, (Xo) + €0 +&o
0 1-o0%¢+oiv

ABy — Bo — oapzag + Co — o v (caza + 1/)0)

1+ o} 0%a; xv

We then derive a set of self-consistent equations for the scalar susceptibilities by taking appropriate derivatives of



these variables with respect to the auxiliary fields,

1 " - Oy 1
v=-— g vpir =E|lVj)| =E|—| =
Ny < KK [v50] {87}0] )\+U‘2/Vz—£w+a(%za;1)(
1 ; ; D oxar'x
w=— E wi Elwl| =E|=—| =
Ny o= [50] {840] L+ of0%ar xv
1 Ay A 8Ay0 1
XT M ; Xob Xoo & 1—o0%¢+o2v
§¢M~E[ ]:EPA%]:— oW
Ny 1+ U%/Vcrg(ozglxl/

For convenience, we also introduce a fifth scalar susceptibility,
1 . 1 AB {6110 }
K= — E o1 = — E w ~E|l—| =
Ny & TR Ny £ TR o

Using this formula for x, we re-express the four other susceptibilities as

NS 1
E[5C0]_ 2

w = ag(aglei

¢ = —O’IQ,VI/H
1

At odo%aptx(k+ Ap)
1

1+ of,0%v(k+ Ap)

X:

Next, we find self-consistent equations for the averages of the fit parameter and residual label errors,

(o) = Z’LUK~E[TU0]*V\ﬁ o i ()
(Ay) = §:A%~J3Am —xv/ Nyt (0

where we have set the auxiliary fields to zero. Solving these equations, it is clear that both averages are zero,

(w) =0, (Ay) = 0.

1+ U‘%Voxocj?lxu'

20

(S125)

(S126)

(S127)

(S128)

(S129)

Finally, we square and average each of Eq. (S124) to find self-consistent equations for the four ensemble-averaged

squared quantities (again setting the auxiliary fields to zero),

ZwK\ONE 0] = (Ugva” %)+ ofa,t (Ay? >)

P

Z“k\o ~ E = k2 aXaj HAY?) 4 w? (U?; + o3 <w2>)
(Ay?) = Z A?Jb\o ~E [A?Jo] =x*(o% (AB) + 0}, (0*) + U?y* +0?)

<AB Z ABk\O ~E [ABO] =K (Uﬁ + JW < AQ)) + ¢20§(o¢;1 <Ay2> .

4. Solution with Finite Regularization (A ~ O(1))

We start by solving the equations for x and v in Eq. (S127) for k and setting them equal,

1—x—of0%Apr  ay(l—Av)— UWUXA(pV
K= =
o 0% xv od,o%Xxv

(S130)

(S131)



21

giving us a relation between v and Yy,

~1
yoXxto-1

132
o (S132)

Substituting £ from Eq. (S126) into x from Eq. (S127), inserting the expression for v we just found, and then
multiplying out the denominators, we find a quartic equation for ¥,

0=Apx" + [2Ap(ap — 1) + apA]x* + [Ap(ap — 1)% + (1 + Ap)ay + ap — 2)ap]x?

o 9o (S133)
+ [(1+ Ap)ay = 1)(ap — 1) + apapA]apAx — apagh’,
where we have defined the dminesionless regularization parameter
. A
A= ——. S134
2,07 (8134)

Solving the quartic equation and solving for the remaining susceptibilities, we find exact solutions in the thermody-
namic limit by solving Eq. (S130),

(0?) 1 —012,‘,3—21/2 —agzaglz/z 0 ! 20 ,
(4%) —od,w? 1 —agcoz;l,%Q 0 oW
= . S135
(Ay?) —02 x? 0 1 —0%x? (02 + agg* )X (5135)
(ApB?) —odK? 0 —oka;te? 1 oGk
5. Solutions in Ridge-less Limit (A — 0)
In the ridge-less limit (A — 0), we make the ansatz that y is O(1) in small X,
X & Xo + Ax1. (5136)
Using this approximation, Eq. (S133) gives us the following equation at O(1):
0 = Apx + 2A¢(ap — 1)x + Ap(ay — 1)°xG. (S137)
This equation has two solutions for xg,
Xgl) =1—ap, Xé2) =0, (S138)

labeled by superscript (1) and (2).
At (9()\), we find the resulting equation to be uninformative after inserting either of the solutions for yo. However,
the (9(5\2) equation does provide unique solutions,

0= Ap(dxpxz + 6x5X3) + 2Ap(a, — 1)(3xgx2 + 3x0x3) + 3apXex1 + Ap(a, — 1)%(2x0x2 + x3)

+2((1 + Ap)ay + ap — 2)apxoxt + (1 + Ap)ay — 1)(ap — Dapxa + afaf)x() - afaf,. (5139)
Inserting Xél), this equation becomes
0=Ap(1 = ap)*xT = [op — (1 + Ap)ay] (1 - ap)ayxs — gy (S140)
with a pair of solutions,
Xgl) S S - (1+Ap)ay+ \/[ap — (14 Ap)a)? + 4Apasa,|. (S141)

(67
28pUzee) [

Similarly, inserting the second solution ng), we find

0=Ap(ap —1)*xT = [1 — (1 + Ap)ag](ap — Dapx1 — agor (S142)
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with a second pair of solutions,

1
W= Py Ll VI - 0+ Ap)a? + 4800y |. (5143)

We note that the two solutions for x; are qualitatively similar to the exact solution for y in the model of linear
regression, Eq. (S82). The implication is that the nonlinear nature of the activation function implicitly serves as a
type of regularization via the quantity Ap which evaluates to zero in the linear limit.

Next, we solve for the solutions to v. First, we make the ansatz

1
VR SV-1 + 1. (S144)
Using Eq. (S132) and inserting the first solution for y, we find
v =0 (S145)
with the next order term
a1 1 1 2
W 2 T SRl —ay) | (1+Ap)ay £ \/[ap = (1+Ap)ag]” +4Apagay|. (5146)
Similarly, the second solution for y gives us
2 1 (a - 1)
V(_1) L P (S147)
owox  Gp
For completion, we also find
(2)
1
uéz) SIS TR S— (1+Ap)ay £ \/[1 — (14 Ap)as]® + 4A¢ay|. (S148)

ap - 2Ap(ap — 1)

None of the remaining scalar susceptibilities have simple forms. Therefore, we use their representations in terms of
v and y. Similarly, the solutions for (w?), (Ay?), (42), and (AB?) do not simplify significantly, but their limiting
scaling behavior in terms of A can still be determined. Using the fact that each of these quantities must be positive,
it is straightforward to see that only two of the four solutions apply, depending on whether o, > 1 or a;, < 1. The

resulting solutions for y and v are then

1-ap if N, <M
1 1 2 . (8149)
Shpalol (=ap) ozpf(lJrA(p)oszr\/[ozpf(lJrA(p)af] + 4Apaoy, it Ny<M
vV =
ap—1 2 .
§( o ) +2AWI§(U‘2V (%171) {1—(1+A<p)af—|—\/[1—(1+Acp)af] +4Agaaf} if N, >M

In addition, (Ay?) is O(1) in small A when a;, < 1 and O(A?) when o, > 1. The training and test error can be
determined by substituting these susceptibilities into the equations for (1?), (Ay?), (4?), and (AB?) in Eq. (S135)
and then using the general solutions in Eqgs. (S51) and (S57).

6. Bias-Variance Decomposition

To derive expressions for the bias and variance, according the general solutions in Egs. (S62) and (S64), we need
to calculate the covariance of the residual parameter errors (AS;Afs), as well as the covariance of the fit parameters
(19). As a reminder, the subscripts 1 and 2 refer to parameters resulting from fitting training sets D; and Ds drawn
independently from the same data distribution. We apply the self-consistent equations for the 0-indexed quantities,
Eq. (S124), to the two data sets, giving us

W1,0 = VO Gy 2,

Q1,0 = KoOgza, + w(,Bo — UAﬁZAﬁl)
Ayro = x(oayzay, +0ynL(X10) +€1,0)
AB1o = K(Bo — oapzas,) + ¢oaza,

(S150)
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and

wg}o = VU@Z@2

'1:\62,0 = KOaZa, + w(ﬁo — UAﬁZAﬁZ)

_ S151
Ayz0 = X(0ayzay, + 6y (X2,0) + €2,0) (S151)
AP o = K(Bo — oapzag,) + ¢0aza,-
Multiplying these equations and using the self-averaging approximation, we find
A 1 N o s 22
<w1’w2> = F Zwl,Kw2,K ~ E[wl,owg)o] =v°E [O'waIsz]
P K
L 1 L L
(U1 1s) = N—f Q1 ko, ~ Ell olia o] = mQE[agzﬁlzﬂz] + w? (02 +E [UzﬂzAglegz])
k (5152)

1
(A Ags) = - > Ay Aya s = E[Ay1 0Ay.0] = X*E 04,204, 20y, ]
b

1
(AB1ABy) = N ZAﬁLkAﬁz,k ~ E[AB1,0ABs ] = K2 (JZ + E[UZBZA,BIZAﬁZ]) + ¢’E 0724, 24, -
%

Next, we calculate each of the four resulting expectation values of products of random variables. The average of
the product zg, 2y, is

E[0% 20, 20,] =E | [ Y1 00Wio + D Ayavodan,o(Fi.a) <Z g 0 Wio + AyQ,b\ostNL,o(iz,b))
‘ P b

J a
= Z E [y, j\0fi2,k\0 | E[Wj0Wio] + ZE [AY1.0\0AY2,500 | E[02nL,0(R1,0) | E[02nL,0(X2,5)]
jk ab (5153)
o3 .
= 3 2 Bl jofiz 0]
L
af .
~ Uﬁvaff (U1 tiz)
P

while the average of the product zag, zag, results in

E[oApzap 2ap,) =E Zwl,J\OwQ,K\OWOJWOK
TK

= Z E [w1, 002, k0| E[Wos Wok]
JK (S154)

2

= ?\TW Z E [@1, 5\ 02, 0]
P K

~ o, (Wds) .

We find that the other two products average to zero due to the independence of X; and Xs, giving us

Elo32a,24,) = E ZAyl,a\OAyz,b\OXl,a0X2,b0
ab

= Z E[Ay1.00\0AY2,00] E[X1,00/E[X2,50]
ab
=0

(S155)
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and

EloA,2am 2ap.] =E | [ D ABLj0X1.0; — > 1, 100281, (R1.0) (Z ABa o0 X206 — UA]2,K\052NL,K(§2,O)>
j 7 K K

= Z E[AB1 j\0AB2,100] BIX1,05/E[X2,06] + Z E [ty 02, k\0 | E[02nL, 7 (X1,0)]B[62NL, & (X2,0)]

Jk JK
(S156)
Substituting these results into Eq. (S152), we find the self-consistent equations
<’LZ)1’[D2> = 1/2(')'12/[/ﬂ <ﬂ1ﬂ2>
Qp
(11d2) = w? (0F + oy (W112)) (S157)
(Ay1Ay2) =0
<Aﬂ1AﬁQ> = HQ (0’2 + O"Q/V <7i)1’UA)2>)
Solving these equations exactly in the thermodynamic limit, we find the expressions
ot
(1) = —5-
Ty (1 a{‘;v—fwgzﬁ)
2
L w
<U1U2> = O'% 1, 99 (8158)
(1 Ty o, WV )
2

(AB1ABy) =0

2
/8 .
1—od 2 w21/2)
( Wap

S2. SPECTRAL DENSITIES OF KERNEL MATRICES

Here, we derive the spectral densities for the kernel matrix Z7Z for each model. To do this, we use the technique
laid out in Ref. 55. For any symmetric matrix A of size N x N, the spectral density can be written in the form

1 1 .
plr) = — lim Im = Tr Gz —ie), (S159)
where
G(z) = 2Dy — A (S160)

is the Green’s function.
In our case, we are interested in the case A = Z7 Z. From the cavity calculations, we observe that the susceptibility
matrix

1

v\ = [Ny, + 27 2] (S161)
is related to the Green’s function via the relation G(z) = —v®(—z). This allows us to the express the spectral density
in terms of v,

1
=—— lim I — €). 5162
pla) = —= Tim Tmp(—z +ie) (3162)

Therefore, all we will need to do is evaluate Eq. (S162) using the appropriate function v(A) for each model.

Sometimes, there will be some fraction of eigenvalues at zero. While the weight of this contribution can be directly
calculated via Eq. (S162), sometimes it is easier to instead examine the susceptibility matrix ¥ in the limit A — 0,
which becomes

X = Iy — Z[\Iy, + 272 27 ~ Iy - 27+, (5163)
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The matrix ZZ7% is a projector, so its trace is the rank of Z7Z. The trace of Y2V is then
X = L T2y =1-— L rank(Z7 Z) (S164)
M M '

The fraction of eigenvalues at zero is then
_xtop—1

1
zero — 1—-— k ZTZ
/ N, rank( ) o

(S165)

A. Linear Regression

For linear regression, the kernel is a Wishart matrix of the form A = X7 X, where the elements of the matrix X are
independent and identically distributed according to a normal distribution with zero mean, the expected eigenvalue
spectrum is the Marchenko-Pastur distribution [51]. To show this, we start the self-consistency equations for the
susceptibilities for this model,

! p—— (S166)

X:ma 5\_'_&;1)(’

where we have non-dimensionalized v and A by defining

A

v =o%v, A= (S167)
Ox
Plugging x into 7 and rearranging, we find a quadratic equation for o,
2+ [ (a7 =1) +A]p—1=0. (S168)
Solving this equation, we find
. % (1-a7") = A= VDOV -
v(\) = 5o , (5169)
where we have defined the discriminant
2
DY) = [0 (a7 = 1) +A] + 40k (S170)

Next, we substitute the above solution for v into Eq. (S162) and simplify to find to find

p(z) = 2% [ai( (1 - a;l) + Re \/M} Ly ¢ ImyDiza) (S171)

ox T e—ot (22 + €2) 2ro%

We see that the first term contains the definition of a delta function evaluated at zero,
(S172)

This allows us to evaluate the the coefficient of this delta function at zero so that the first term in the spectrum
becomes

% [a§( (1 - a;1> + Re \/W} d(z) = max (0, 1-— a;l)c;(:v). (S173)

20%

We have chosen the signs of the solutions (%) so that the spectral density at zero is always non-negative. To simplify
the second term in Eq. (S162), we need to find the interval over which D(—x) < 0. Solving D(—z) = 0,

D(—z) = 2* — 2z0% (a;l + l)a: + 0% (a;l - 1)2 =0, (S174)
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we find the limits of the interval to be

2
Ty =o0% (1 + \/a;1> . (S175)

The second term in the spectrum then becomes

Im\/ (zy —2)(@w—2_) (o4 —2)(v—2_)

= , S176
2rox 2mo%x ( )
where we have again chosen the plus sign so that the spectrum is always non-negative.
The complete spectrum is then written as
1 .
p(x) — max (0’ 1 a;l)é(x) + 2mo% T \/<-'1f'max - $>($ — -Tmin) if =z 6' [$min; QfmaX] (8177)
0 otherwise

with

2

2
Toin = 0% (1 — \/af) , Tmax = 0% (1 +4/a ) . (S178)

As expected, this is the Marchenko-Pastur distribution.

B. Random Nonlinear Features Model

Next, we derive the eigenvalue distribution for the kernel of the random nonlinear features model. Previously this
result was derived in Ref. 52. To reproduce this analytic result, we start with three of the susceptibilities from the
cavity derivation,

_ 1 1 1
V=< ) =, K=——"3—_-
M ap x(k + Ap) X 14+ 0(k+ Ap) 1+ozflxﬂ (S179)
where we have non-dimensionalized v and A by defining
U =0 oxy, Ao (S180)
OwOx o2 o
Solving each of the equations for y and 7 for k and then setting them equal we find
1 —x — Apv _ ap(1 — A\D) — Apw (s181)
XV XV '
From here, we find the following relation between x and o:
X = AV —ap + 1. (5182)

Next, we substitute s into original equation for #, solve for y, and then substitute this result into Eq. (S182). If we
then eliminate any denominators, we find a quartic equation for o,

0 = Ap(apA)* + [28p(1 — a,) + apA] (ap )’
+ [Dp(1 — ap)? + oy (14 Ap) — a + 1= )] (0 AP)” (5183)
+ ap [(ap(1+ Ap) — ap) (1 — ap) + apap A MapAD) — afaf,j\Q.

Solving this quartic equation analytically is very involved, so instead we will solve this equation numerically for
negative imaginary roots of v(\) with A = —x, according to Eq. (5162). However, to find the interval over which the
spectrum is positive, we rewrite the equation in general form for o, A7,

0 = as(apAD)* + az(apAv)® + as(apAv)? + a1 (apAv) + ag, (S184)
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where the coefficients are

ag = —ayon \?

a1 = oy [(af (14 Ap) — o) (1 — o) + apapA] A

az = Ap(1 — ap)? + aplap(l+Ap) —ap +1—apy)) (S185)
az = 20¢(1 — ap) + apA

ag = Agp.

The discriminant for a quartic equation is expressed in terms of these coefficients as
D(z) = R* — 4Q?® (S186)
with
R = 2a‘;’ — 9ajasas + 27a0a§ + 27a%a4 — T2apa2a4

2 (5187)
Q = a5 — 3aia3 + 12apay.

To find the limiting eigenvalues, we then solve the equation D(A\) = 0 (with A = —z) numerically for the largest and
smallest non-negative real roots.
To find the weight of the delta function component at zero, we use Eq. (S165) and the solutions for v we found
previously this model, giving us
frero = max (O7 1-— oz_l). (S188)

p

S3. ACCURACY OF MINIMUM PRINCIPAL COMPONENT

In this section, we derive expressions for the predicted labels ¢ as a function of projections of the data points along
the minimum principal component hyyy, - Z(X) used to assess model accuracy in Figs. 4 and 5. We seek two different
predictions of the labels as a function of flmin - Z(X) : the labels §iain that result from a finite training set and the
labels et that result from fitting to an average test set, or equivalently, the full data distribution (the limit of a
training set of size M — oo for fixed Ny and Np).

Given a training set consisting of M data points D = {(yp, X}) }1L, with corresponding hidden features Z, = Z(X,),
I 2

70

we start by decomposing the kernel matrix into n principal components h; with non-zero eigenvalues o

Z"7Z =Y o7h;h!. (S189)
i=1
We define the principal components so that they form an orthonormal basis of (hidden) features,

h; - h; = §;;. (S190)

We define the minimum component Bpin as the principal component with the smallest non-zero eigenvalue o2, .

Next, we define the empirical variance of h; - Z, (holding h; fixed) within the training set and derive its relationship
to the eigenvalue o2,

M
Var,zep |:1Alz . Z(i)|l:lz:| = % Z(fl‘ . Za)2
a=1

Lo . (S191)
= —h"Z"7Zh,
M 7
o
M
Similarly, we define the empirical covariance of flz - Z, and the labels y, (again, holding h; fixed),
. . 1 M
Covzep b - 2(R), y(R) | = 12 > (hi - 7}y
a=1 (8192)
= iﬁ.TZTy.
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Using the expression for the predicted labels in Eq. (3) and the exact solution for the fit parameters in the ridge-less
limit in Eq. (10), we express the predicted label for an arbitrary test data point Z’ in terms of the empirical variance
and covariance as

(S193)

" Coveen b 2(R).y (@b
i—=1  Vargep |:flz : Z(i)|fll:|

Dropping all terms except for the one containing the minimum component, we find the expression for the predicted
labels as a function of hy;, - Z’ resulting from fitting the training data,

N COV?{GD |:f1min : 27 y(i)|ﬁm1n:| N
gtrain (hmin : Z/> - - - (hmin : Z/) . (8194)
Var)'éeD |:hmin : Z|hmin:|

To find this relationship for an average test set, we extend the empirical variance and covariance to consider an infinitely
large data set, or equivalently, average over all possible data points (y,X) with hidden features Z(X). However, we

still hold hyn fixed since it is a result of the training set. The resulting relationship is
Cov [Byin - Z(%), (%) i |

Var [P - (5) [

gtest (flmin : Z/) = <flmin . Z/) . (8195)

According to Eq. (S191), we calculate the spread of the training data points along the minimum principal component,

2
Uthain = Var)'ée’D |:hmin ' Z(i)‘hmm} = % (8196)

We find that it is related to the minimum eigenvalue of the kernel matrix. We also derive the true variance of data
points along hy,;, for an average test set,

O-Eest = Varf |:1:1min : Z()_(')“Almln] . (8197)

In the next few sections, we derive this variance, along with the covariance with respect an average test set, or the
full data distribution, for both models, along with expressions for est.

A. Linear Regression

In linear regression without basis functions, the input features and hidden features are identical such that Z = X.
Using the decomposition of the labels in Eq. (S31), we find

2

COVi [hmin . Z(i>7 y(i”hmm} = %hﬁmlg (8198)
2

Var,; |:hmin . Z‘()_(i)|hmm:| = % (8199)

Using these results, the predicted labels for an average test set as a function of hynin - 2 are then

gtest (flmin : z/) = ﬁr{liné (flmin : Z/), (8200)
while the expected spread is
2
2= X, (S201)
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B. Random Nonlinear Features Model

In the random nonlinear features model, we use the label decomposition in Eq. (S31) and the hidden feature
decomposition in Eq. (S39), to find

. ) 2 .
COV)? |:hmin : Z(i)a y(i\hnnn} == %hgianﬁ (8202)
f
. . o2 . . 02 o2
Varg [hmin : Z(fé)\hmm} = IXRT W Whp, + Ap W IX (S203)
N; N,

The predicted labels are then
- nZ, w3 .
gtest (hmin : ZV) - N mAm IB (hmin : Zl) (8204)
(hﬁinWTWhmin + Apo?, %ﬁ)

and the expected spread is

2 OX T Ty ook
Otest — NifhminW Whmin + A@T (8205)
p

S4. NUMERICAL SIMULATION DETAILS

In this section, we explain our procedures for generating numerical results.

A. General Details

In all plots of training error, test error, bias, and variance, each point (or pixel for 2d plots) is averaged over 1000
independent simulations, unless located exactly at a phase transition, in which case, each point is averaged over 150000
simulations. Small error bars are shown each plot, representing the error on the mean. We also scale the error in
each plot by the variance of the labels 05 = ogog( + O'gy* +02. In all simulations, we use training and test sets of size
M = M’ = 512, a signal-to-noise ratio of (J%ag( + a§y*)/a§ = 10, and a regularization parameter of A = 1076, We
also use a linear teacher model y*(X) = -3 (agy* = 0) in most cases. In Fig. 5, we use a nonlinear teacher model with
f(Rh) = tanh(h). In this case, we find that (f’) = 0.6057 and (f?) = 0.3943, resulting in 0},./050% = Af = 0.0747.

To find the solution for a particular regression problem, we solve a different (but equivalent) system of equations
depending on whether N, < M or N, > M, allowing us to reduce the size of the linear system we need to solve. If
N, < M, we solve the system of N, equations

My, + 272w = 2"y (S206)

for the IV, unknown fit parameters w where Iy, is the IV, x N, identity matrix. This equation is identical to that in
Eq. (9) in the main text.
Alternatively, if N, > M we solve a system of M equations,

My + 2274 =y, (S207)
for the M unknowns a where I is the M x M identity matrix. We then convert to fit parameters via the formula

w=ZTa.

B. Bias-Variance Decompositions

To efficiently calculate the ensemble-averaged bias and variance, we take inspiration from Eq. (S60). During each
simulation, we independently generate two training data sets D; and Dy. Using the results from the first training set
we calculate the training and test error. To calculate the bias, we also calculate the label predictions for both training
sets for an identical test set, y; and ys, and record the residual label errors between these predictions and the true
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labels of the test set ¥*' and record the product (y1 — ¥*) - (¥2 — ¥*'). When averaged over many simulations, this
quantity approximates the bias. We can then subtract this quantity from the average test error to find the variance.
We follow an analogous procedure to find each contribution of the labels in Eq. (S31) to the bias and variance in
Fig. 5. This is achieved by calculating the test error, bias and variance using only a single contribution from the labels
at a time and setting the rest to zero.

C. Eigenvalue Decompositions of Kernel Matrices

For each of the numerical eigenvalue distributions for the kernel matrices presented in the main text, we choose
M = 4096. We then average over the distributions for 10 independently sampled matrices when o, =1 or oy, = 8 and
over 80 matrices when «, = 1/8. In this way, we ensure that the same number of non-zero eigenvalues is present in
the part of the histograms corresponding to the bulk of the distributions (the distribution excluding the delta function
at zero). For M < N, we calculate the eigenvalues of ZTZ, while for M > N, we instead calculate the eigenvalues
of ZZ7 since this matrix is smaller and contains the same non-zero eigenvalues. In the later case, we then manally
append an additional N, — M zero-valued eigenvalues to the distribution.

D. Spread Along Mimimum Principal Components

For each the scatter plots in Figs. 4 and 5, we consider training and test sets of size M = M’ = 200, with all
other parameters specified in Sec. S4 A. We then calculate the principal component corresponding to the minimum
eigenvalue numerically and use this to plot the relationship learned by the model for the training set, as detailed in
Sec. S3. For the test set, we show the relationship for an average test set rather than the specific test shown, again
using the formulas detailed in Sec. S3. We note that these formulas still require the minimum principal component
calculated for the training set.

In Fig. 4, the spread of the the training set compared to a test set as a function of «;, is calculated using 100
simulations for each point. For each simulation, we record the ratio oirain/0test (see Sec. S3) and then average this
quantity across simulations for each a,.

S5. COMPLETE NUMERICAL RESULTS

In this section, we provide complete comparisons between the analytic and numerical results when lacking from the
main text. For linear regression, comparisons to numerical results for the training error, test error, bias ,and variance
are depicted in Fig. 2 in the main text.

For the random nonlinear features model, Fig. S1 provides comparisons to numerical results for the training error,
test error, bias, and variance.

S6. NON-STANDARD BIAS-VARIANCE DECOMPOSITIONS

In Fig. S2, we show numerical results for the alternative definitions of bias described in Sec. VF for the random
nonlinear features model. In the fixed design setting, the bias and variance are defined as

Biasia[§(%)] = Eelj(%)] - y° (%)

. R ]2 1 (5208)
Varg[§(X)] = Ee[§(X)"] — E¢[5(X)]".
Alternatively, in the ensemble setting, the bias and variance are defined as
Biasens[7(X)] = Ex zw(9(X)] — v* (X
[lf(ﬂ)] X, ,W[?i(ﬂ)]2 y (%) o (5209)
Varens[§(X)] = Ex g w[0(X)"] — Ex e w([9(X)].

We plot all four quantities with comparisons to the standard counterparts at fixed ay in Figs. S2(a) and (b). We also
show the full behavior as a function of both a, and oy for the four quantities in Figs. S2(c)-(f).
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FIG. S1. Comparison of analytic and numerical results for the random nonlinear features model: Training
error and bias-variance decomposition. (Top Row) Analytic solutions and (Bottom Row) numerical results are shown as
a function of a, = N, /M and ay = Ny/M. Plotted are the ensemble-averaged (a) training error, (b) test error, (c) squared
bias, and (d) variance. In each panel, a black dashed line marks the boundary between the under- and over-parameterized

regimes at ap = 1.
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FIG. S2. Numerical comparison of the bias-variance decompositions using three different definitions. The (a)
squared bias and (b) variance for the standard setting (black circles), fixed-design setting (blue squares) and ensemble setting
(red diamonds) are shown for fixed ay = 1/2. Results are also shown as a function of o, = N, /M and ay = Ny/M for the (c)
squared fixed design bias, (d) squared ensemble bias, (e) fixed design variance, and (f) ensemble variance. In each panel, a
black dashed line marks the boundary between the under- and over-parameterized regimes at o, = 1.
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