PY501 Fall 2025 Problem Set 2: More Linear Algebra Due Wed., Sep. 24

Problem Set 2: More Linear Algebra

1 Index Notation 3 (10 points)

Following on from last week’s problem, consider an nnxn matrix X with entries X;;, each being an independent
variable that can be varied. Suppose X is invertible. A useful expression for its inverse is (assume it is a
matrix with real entries, so we don’t have to care about index positions)

1 1

(X_l)ij = 7fejiz---ineikzmanizkz e Xinkn . (1)
det(X) (n — 1)!

(a) Show that the expression above is correct (you may need to look up some general properties of the
n-dimensional Levi-Civita symbol).

SOLUTION: Let

1 1

Aij = det(X) (n=1)! 1)!Ejign-ineikgmanigkg e Xk (2)

Let’s multiply both sides by Xj,,. This gives

Ay Xjm = mﬁqigminEikz---k"ijXz‘ka o Xk
= detl(X) (n%l)!eikr“knGmkz“'kndet(X)
= ﬁ “(n— 1)1,
=0y 3)
where we have used the identity
€ikyerkor, €mbnkey, = (1 — 1)15% . (4)

We have therefore shown that A;; is a left-inverse of X;,,. By a similar argument we can also
show that X,,;A;; = dms, showing that A;; is indeed the inverse of X;.

(b) Use this and the definition of the determinant to show that

0
3Xij

det(X) = det(X)(X 1), . (5)

SOLUTION: The expression for the determinant is

1
det(X) = p€irin€ign Xiagy - Xingn (6)

Taking the derivative, we find

0 1
6X~det(X) T Ciin € (0130515 Xz = Xinjn + Xirj1 0i2i0jaj  King + -
ij .
FXirjs * Kin—1Gn-19ini0,5)
1
_mﬁiizmin€jj2~~ani2j2 o Kinjn (7)

where the last line follows from symmetry: for each of the terms, after contracting with the
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Levi-Civita symbols to get .8. €, ... i, 1 isip1, yin €1, dip—1:dripsts - jn> WE CAN Move both 4 and
j to the front by the same number of swaps for each Levi-Civita symbol, and so the net effect
of all of the swapping is +1. Comparing this with our expression for the inverse, we find

0
0X;

det(X) = det(X)(X 1) (8)

as required.

2 (SG 10.15) Symmetric Integration (15 points)

Show that the n-dimensional integral of

d"k
Inpys = / o) kakgk ks f(k?) (9)
is given by
Iaﬁ'y& = A((Soeﬁ(s’yé + 50475[36 + 60465/37) ) (10)
where
1 d"k
A= FE?). 11
n(n+2) / (27r)"k J (k%) (11)
Here, kis a regular vector in R™.
Similarly evaluate
d"k
Taise = / (o Rk hohe f(R2). (12)

SOLUTION: To solve this, we want to show that I,g~s is invariant under O(n) transformations.
Under an orthogonal transformation O, we see that

d"k
(2m)"

Let’s relabel ko = 0%, kq, noting that k2 = k2, since the transformation is orthogonal. We can also
perform a change of variables in the integral, with

Iopys = 0%,0°5,07 0% Iops = / 0%, ka0’ 5, kg0 k, 0% ks f(k?) . (13)

oF

ok

d"k = d"k, (14)

where ‘81_5/ 81_9" is the absolute value of the Jacobian associated with the transformation. Since k, =

(Ofl)a'al;a/, and O~! is orthogonal, we have d”k = d"k. Putting this altogether, we find

IR
Iaﬁyaﬂ/wkakgkvk(;f(ﬁ): s s (15)

since we can simply relabel again k — k.
We therefore conclude that I, is invariant under O(n), and can be written as

Topys = Abopbys + Bbarydss + Couslp . (16)
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First, note that under the swap of any index, e.g. o <+ 8, Iogvs = Igavs, and so symmetry enforces
A =B =C. Now, let’s contract « and 3, as well as v and . We get

1%, = 65" Iapys = A6*P57° (6a80+s + Sarydps + 0asday)
= A(0%P 50567005 4 0P 50070855 + 0P 50507°05.,)
= A(n® + 0867 + 575)

=Am?+n+n)=An(n+2). (17)
On the other hand,
d"k
oy 4 2
1 = [ Gk ), (18)
and therefore
1 d"k
A= E*f (k2 1

as required.
Now let’s consider /45e. Under a change of variables corresponding to a reflection, i.e. substituting

ko = —kq, we have
kakgkykske = —kakghy sk, (20)
k? = k2, and
k| .- - z
A"k = | = | d"k = |(=1)"|d"k = d"k . (21)
ok

Thus, under the reflection change of variables,

d"k A"k - - o~ - -
Lagse = / ke ke F(1) = / Gy (oo RoE (). (22)

Dropping the tilde in the last expression since it is simply an integration variable, we can see that
Iogyse = —Iapyse = 0. More generally, this is true for any odd number of k,’s.

3 Moment-of-Inertia Tensor (20 points)

In this problem, you will construct the moment-of-inertia tensor for a 3D rigid body, with mass density given
by p(Z). A rigid body can be thought of as a collection of particles with positions &; (here I indexes the
particles) that do not move relative to each other as the whole body moves. The length between any two
particles is a constant, and the angles between the vectors connecting any two pairs of particles are also
constant. This can be summarized by the condition that (¥; — Z;) - (¥x — 1) remains constant for any four
particles I, J, K, L for any moving rigid body.

Consider a rigid body moving in such a way that the position of the particles after some infinitesimal
time dt is given by some linear transformation Tij ,le. x> Tij ).

(a) Argue that T has to be a special orthogonal transformation, i.e. the matrix representing 7' is in
SO(3). This just means that rigid body is rotating about some arbitrary origin (the other possibility
is translation, which is not a linear transformation, but we’ll ignore it here).
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SOLUTION: Under the transformation T', we see that

=T(Tr - %) T(Tx — 1), (23)
In coordinates, this is
T (&1 — £ T (Fx — ZL)° = 85(F1 — 25)7 (£ — F1)* (24)
for all I, J, K, L, from which we see that
T Ty, = 6}, - (25)

This means that the matrix 7" is orthogonal, i.e. TT = T—!. It is easy to see that as dt — 0, T
must tend to the identity, which has determinant 1, and therefore we need det(T") = 1 as well.
Thus, T € SO(3) as required.

(b) As dt — 0, T must tend toward the identity transformation. We can therefore write 7% = 6% — A*;dt,
for some components Aij. Use the fact that T ’] is orthogonal to show that Aij is antisymmetric.

SOLUTION: From the orthogonality condition, we have
T Ti = (85 — A*;dt) (85 — Aigdt) = 6 — (Aj + Ag;)dt + O(dt?) . (26)

Since this must equal d;; for all dt, we see that A, + Ax; = 0, ie. Aij is antisymmetric as
required.

(c) Show that the instantaneous velocity of particle I, v}, can be written as vt = €“*fw;(x1)), where

1 )
w; = §6ijkAjk» (27)

for any particle I. Explain the physical meaning of the vector w?.

SOLUTION: Under the infinitesimal transformation 7', we have
T4 (sz - Aijdt)xji — = Aijxfdt, (28)

and so the instantaneous velocity is given by

vy = —Aij(xj)j. (29)
Now,
€M™ R = %em”kekiinj = %(5;“5? — §P67)AY = AT, (30)
and so
U} = _Aij(xj)j = —eijkwk(x[)j = eijkwj(xl)k , (31)

as required.

We see that in terms of vectors, v1 = & X &y, and so & is the angular velocity vector of the rigid
body.
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(d) The angular momentum of a single particle is given by Lt = €% (x;);(pr)x, where pt = myov} is the
linear momentum of particle I. Let’s consider the continuum limit, where we can break up the rigid
body into infinitesimal volume elements with mass d*7 p(¥), and position #. Show that the angular
momentum of the purely rotating rigid body can be written as

L= /d3§:’p(f)eijkxjvk. (32)
Hence, show that L’ = I w;, where
i — / B p(7) (2 267 — e (33)

is the moment-of-inertia tensor of the rigid body.

SOLUTION: For each volume element d®Z, the linear momentum is d3#p(#)v?, and the angular
momentum is

dL* = €%z, (p(7)d*Z vg) (34)
and hence integrating over all volume, we find
Li= / 37 p(Z) ¥z vy, . (35)
However, we showed that v; = eijkwjxk, and so
L= /dep(f)eijkmjeklmwlacm
— / a3z p(Z) (6767™ — 57 i,
= /dB:i'p(f)(xjxjwi — z'zw)

— ( / 43z p(Z) (xF 2,09 — xia? )) wj

where

as required.

(e) Find the moment-of-inertia tensor of a uniform density sphere of radius R and mass M. (Hint: isotropic
tensors are your friends).

SOLUTION: With spherical symmetry, I expect the moment of inertia tensor to be an isotropic
tensor, i.e. I'; = C4; for some constant C. To find C, let’s take the trace of both sides.

§;I% = C8;;,6% = C5] = 3C. (38)
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On the other hand, since the density is a constant p,
(SJZI” = /d?’a_c’p(mkfrkéﬂé” — jiximj)
= /d?’fp(?)xkxk — 2ix;)
= 2/d3fpkak . (39)
Thus,
a A 3=k
I]:§5J d°Z px"xy,
2 . o
= 7(5”471'p/ drr?
3 0

s m

3 P E 59 (40)

However, since p = M /(47 R3/3), we have finally

.. 2 .
I = 5MR25” : (41)

4 The Mechanics of Eigenvalues and Eigenvectors (15 points)

(a) Without using computer algebra system (it’s fine to use it to check your answer), find the eigenvalues
and corresponding eigenvectors of the following matrix:

1 -2 -3
M={0 3 0. (42)
0 -1 -1
SOLUTION:
The eigenvalues solve the following characteristic equation:
1-=-XMNB=XN(-1-X) =0, (43)
and so the eigenvalues are \; = 1, Ay = 3, and A3 = —1 respectively. For each eigenvalue, we

can find the corresponding eigenvector by solving (M — \;I)Z; = 0. For A\, we have

0 -2 -3
0 2 0 |#=o0, (44)
0 -1 -2

The second row tells us that xo = 0, while the first row tells us that —2z5 — 3z3 = 0, implying
that 3 = 0. Finally, the last row implies z; can have any value, and so we can set it to 1.
Next, for Ay = 3, we have

2 -2 -3
0 0 0 |#&=0, (45)
0 -1 —4

The third row says that —zs —4x3 = 0, while the first row gives —2x1 —2x9—3x3 = —2x1+513 =
0. Setting x3 = 2 arbitrarily (eigenvectors are only defined up to overall normalization), we find
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x1 =5, and xo = —8. Finally, for A3 = —1, we have
2 -2 -3
0 4 0 |#3=0, (46)
0 -1 0

and so the second and third rows tell us that zo = 0, and now the first row says 2z — 2z —3x3 =
2z1 — 3x3 = 0. We can thus choose 3 = 2, and x; = 3. We therefore have the following
eigenvalue/eigenvector pairs:

1
M=1, & =[0],
0
M=3, FH=|-8],
2
3
Ns=-1, #3=[0]. (47)
2

(b) Consider a diagonalizable n X n matrix A, with eigenvalues \;, with ¢ = 1,--- ,n. Show that det(A) =
A2+ Ap, and that Tr(A) = A\ + Ao + -+ + Ay,

SOLUTION:
Since A is diagonalizable, we can write A = PDP~! where D is a diagonal matrix with the
eigenvalues \; on the diagonal. The determinant of A is then given by

det(A) = det(PDP~ 1) = det(P)det(D)det(P~') = det(D) = M- Ay s (48)

where we have used the fact that det(P~1) = 1/det(P), and that the determinant of a diagonal
matrix is simply the product of its diagonal elements.
Similarly, the trace of A is given by (this time in index notation)

Tr(A) = A% = P, D*Pt = PR PY D* = 54D = D7 = M+ do 4+ An. (49)

(¢) Suppose ¥ is an eigenvector for the n x n matrices A and B. Is ¥ an eigenvector for A+ B? How about
AB?

SOLUTION:
Suppose AY = A and Bv = pv. Then,

(A+ B)o = AT+ BU = X\o + u@ = (A + p)7, (50)

and so ' is indeed an eigenvector of A + B, with eigenvalue A + p.
However, for the product, we have

ABY = A(BY) = A(u) = p(A®) = p(A5) = (uA\)7, (51)

and so ¥ is also an eigenvector of AB, with eigenvalue .

(d) Suppose A, p are eigenvalues for the n x n matrix A. Is A + p an eigenvalue for A?
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SOLUTION:
Not necessarily. For example, consider the matrix

A= (é g) , (52)

which has eigenvalues A = 1 and p = 2. However, A + p = 3 is not an eigenvalue of A.

(e) Given that ) is an eigenvalue of A, find an eigenvalue of AZ.

SOLUTION:
If AU = \v, then

A% = A(AD) = A\D) = A(AD) = A(\D) = A?7, (53)

and so A\? is an eigenvalue of A2.

(f) Prove that det(A) = det(AT), where T is the transpose. Hence, show that A and AT have the same
eigenvalues.

SOLUTION:
We can write the determinant of (AT)"; = A" as

det(AT) = e nejy . (AT - (ATY",
N %Eil'"i”%wn&lh Ay
= det(4). (54)
The characteristic equation for AT is
det(AT— M) =0 = det((A—A)T) =0 = det(A— ) =0. (55)

Here, we have used the fact that (A+B)T = AT+ BT, and that the identity matrix is symmetric.
We have shown that the characteristic equation for AT is the same as that for A, and hence
they have the same eigenvalues.

5 (SG 10.11) Invariant Content of a (1,1)-Tensor (10 points)

Let Tij be the 3 x 3 array of components of a tensor. Consider the objects
a=T,, b=T,T, =TT, T. (56)

Show explicitly that ¢ is an invariant, i.e. show how each T' transforms under a change of basis, and check
that the transformation law reduces to that of an invariant. Describe these objects in terms of properties of
the matrix Tij .

Assume that Tij has 3 distinct eigenvalues. Show that the eigenvalues of the linear map represented by
T can be found by solving the equation

1 1
)\?’fa)\eri(aQfb))\fé(a3f3ab+20):O. (57)
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(Hint: Choose a good basis!)

SOLUTION:
Under a change of basis,

A K a",i(afl)jj,Tij ajll(afl)mk,Tlm ak,n(afl)pi,T"p
= a’ (a1 (@)™ (o VP, T T, T,
= &l opobTy T, T,
=T%1%,T% (58)

as required. In terms of the matrix T% , we have a = Tr(T), b = Tr(T?), and ¢ = Tr(T?).
The eigenvalues of the linear map represented by 7' are the roots of the characteristic equation

det(T — AI) =0 (59)

for T in any basis. Since the eigenvalues A1, A2, A3 are distinct, T is diagonalizable, and hence we can
choose the eigenbasis where Tij = diag(A1, A2, A\3). Therefore, the eigenvalues satisfy the equation

()\77’1)()\77’2)()\77’3)10 (60)

where I have simplified the notation so that 7; = T% , with no summation being implied here. Also in
this basis,

a=T1+TotT3, b=Ti4TE4TE, c=TPATSATS. (61)

From these relations, we can see that

1
TiTo + ToT3 + 7371 = [(7'1 + 14 713) = (1 + 15 +T§)] = 5(“2 —-b), (62)

M| —

and

6717073 = (11 + T2 + 7'3)3 — (Tf + 7'23 + Tg)
=3(n + 72+ 78) (T + 73+ 75) +3(17 + 75+ 7)
=a® 4 2c—3ab (63)

Thus, we finally have
1 1
A=A =m)A=73) =23 =\ + §(a2 —b)A— 6(a?’ —3ab+2c) =0. (64)

as required.
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