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Chapter 1

Maxwell equations

Preamble

“Hdéchste Aufgabe der Physiker ist das Aufsuchen jener allgemeinsten, elementaren
Gesetze, aus denen durch reine Deduktion das Weltbild zu gewinnen ist. Zu diesen
elementaren Gesetzen fihrt kein logischer Weg, sondern nur die auf Einfihlung in
die Erfahrung sich stitzende Intuition...”

(A. Einstein, excerpt from his address at the Physical Society, Berlin, for Max
Planck’s 60th birthday)

In English (approximately):

“The supreme task of the physicist is to arrive at those universal elementary laws
from which the cosmos can be built up by pure deduction. There is no logical path
to these laws; only intuition, resting on sympathetic understanding of experience,
can reach them”

I would like you to realise from this quotation that there are no genuine derivations
of Maxwell’s laws: even if driven by some of them, these relations are not totally
implied by any experiment whatsoever. In this course we will in fact postulate
Maxwell’s equations as the point of departure, and we will show thereafter that
these laws describe phenomena very well.

As Einstein puts it, finding such sort of laws is the creative act of the highest rank
of theoretical physics. This has happened no more than five or six times in the
history of physics:

e Gravitation (Newton)
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Thermodynamics (Clausius, Carnot)

Electrodynamics (Maxwell, Faraday)

Statistical mechanics (Boltzmann, Gibbs, Einstein)

General relativity (Einstein)

Quantum mechanics (Einstein, Schrodinger, Planck, Pauli, Heisenberg, Bohr,
Dirac,...)

1.1 Microscopic and Macroscopic Maxwell equa-
tions and the Lorentz force

1.1.1 Macroscopic equations

The Lorentz force determines the action of the electromagnetic field on a point
charge ¢ with velocity v,

K:q(EJr%vAB). (1.1)

If we define the charge density (charge per unit volume), p = dq/dV, as well as
the current density, J = d(qv)/dV, and use the symbol k to denote the force per
unit volume, we then obtain:

1
k=pE+-JAB. (1.2)

The fields E and B themselves are originated by the charge distribution. The
relation between the fields and the charges and currents is determined by Maxwell’s
equations, the homogeneous version of which are the expressions

1 2 3
divBEV~BE;8@-BiE gfl +8£2 +8£3 =0, (1.3)
which tells us that there are no magnetic charges;
rotE—i—%B EV/\E+%B :%ewmagEmjL%Bi =0,, (1.4)
that expresses the law of induction, with - = % and

S { sign of the permutation i¢m — 123, if i/m are all different
o 0 otherwise.
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The two other equations are, on the one hand, Coulomb’s law,
divD =V -D =4mp (1.5)

and, on the other, Ampére’s law with the displacement current,

1

4 .
rotH=VAH = —J + -D. (1.6)
C C

Here D and H are the electric and magnetic fields in a ponderable medium, and p
and J are the macroscopic charge and current densities.

Using Gauss and Stokes’ theorems, Maxwell equations can be rewritten as integral
equations:

e Gauss’ theorem:

/V(V-W)dv:/ (W -e) ds (1.7)

)%

Here V is an arbitrary (finite) volume of boundary V. W is a vector field,
also arbitrary, and e is the outward pointing unit normal vector to the surface
element ds.

e Stokes’ theorem:

/(V/\W)-eds: W - ndi (1.8)
s a3

Here S is some (bounded) surface and 0S5 is its boundary. W and e are as
before and n is the unit vector parallel to 0S.

These mathematical theorems allow then to rewrite (??7) as an integral equation,

/BV(D~e)d5:47rQ (1.9)

where () is the total charge in the interior of the volume V. The flow of D through
the boundary of a volume V' determines the total charge in the interior. Similarly,
Eq. (77) gives

/ (B-e)ds=0. (1.10)
1%
There are no magnetic charges.

With (??7) and the second Maxwell equation, (??), we find

d
j{ E-ndl:——/(B~e)dS
S dt Js



Ruth Durrer Electrodynamique Chap. 1 7

which is nothing but Faraday’s law, also known as law of induction: a magnetic
field that changes along a surface delimited by a metallic wire induces a current in
the wire.

The fourth Maxwell equation gives

1d
H ndl = —/ (J-e)ds+ —— (D~e)d5 (1.11)
98 cdt

The first two terms of this equation are just Ampere’s law. The last term, usually
negligible (% factor), is the famous 'displacement current’.

When, by interpreting the experimental results—particularly those of Faraday—
Maxwell arrived for the first time at these relations, they were all stationary laws,
with the only exception of the one of induction. The displacement current (the
term %D) was yet to appear. Maxwell was well aware of the fact that, without
that term, the equations were not in agreement with the conservation of electric
charge. To get the final form (??) he therefore invented, based on complicated and
dubious arguments, the reaction of an ether (carrier of the electromagnetic field)
on the currents, which he named displacement current.

For us, however, the term displacement current is nothing more than a name,
and Ampere’s law with the displacement current is justified by its agreement with
experiments (which, by the way, were not available at Maxwell’s era; in order to
measure the displacement current, very rapidly changing electric fields are needed).

In vacuum, E = D and B = H. For ponderable media one has, in addition, some
phenomenological relations that link E to D and B to H. In their simplest form,
these are linear and isotropic relations with constants € and u:

1
D=¢E and H=-B, (1.12)
v

where ¢ and p are known as the dielectric constant and the magnetic permeability.

In a good conductor one also has

J=0E, o is the conductivity. (1.13)

1.1.2 Derivation of the macroscopic equations

To remind you the relation between the microscopic and macroscopic fields, we
proceed to derive the equation D = E + 47P (for further details see Jackson,
§6.7).
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The microscopic laws, the authentically fundamental ones, are

V-b= 0 VAe+ %b = 0 (homogeneous egs.)  (1.14)
4

V.-e= 4m VAb-— %é = —WJ (inhomogeneous egs.). (1.15)
c

Here (e, b) are the fields and (7, j) are the microscopic charge and current densities,
which vary over length scales down to atomic distances (~ 10~8cm) (or less) and
time scales as short as 107!7s (orbital motion of an electron). The fields E and B
are averaged

E = (e), B = (b), (1.16)
where we define

(a)(x) == / £(x - y)aly)dy (1.17)

with [ f(y)d®y = 1. Here f is a function that averages over a region of size
R ~ 10~%cm. For example

flx) = (7?1%2)% e~ IXI°/R? (Gaussian)
o ; (1.18)
— = |x|< R
flx) = AT R’ : (top hat).
0, x| > R

For the derivatives of the macroscopic field, one finds the following

E; = / ai"f(x —y)e;(y)dly = — /(ai"f(x —¥))e;(y)d’y

= /f(x — y)%@j(y)d?’y = (D).
y

Where the second line is reached after integrating by parts. The derivatives and
the average commute. The macroscopic fields, E and B, satisfy therefore the
homogeneous equations (77).

In order to determine the inhomogeneous macroscopic equations, it is necessary
to take the average of both the charge and current densities. The total charge
density can be split up into a density of free charges nge., and a density of the
charges of the nuclei and the electrons bound to the molecules, Myoung. We thus

havea <n> - <77free> + <nbound>a where

Mbound (X) = Z Z qr, (X — Xz,) (1.19)



Ruth Durrer Electrodynamique Chap. 1 9

is the summation over all the molecules (n) and over all the charges (¢,) in a
given molecule. Let x,, be the center of charge of the molecule n. We then have

Xy, = X, + Axy,, with |Ax,, | < |x,|. For the average (npouna) We obtain

n

(a3 = 3P [ #usx =3ty =%, - dxe,)
= Z qunf(x — X, — AXxy,).

Let us now Taylor expand this expression in terms of the small quantity Axy, :

(Mbound) ( Z Z G, [ (x — %) — qo, A%y, - Vf(x — %x,). (1.20)

With ¢, := >, q, and p, :== >, q,, Ax,, the charge and dipole moment of the
n-th molecule, we find:

(oound) (%) = 3 (6 f (X = X0) = o - VI (x = %) + ...

n

The first term is the average of a point charge ¢, located at x,,, and the second
term is the average of a point dipole p,, at x,:

(Mbouna) (X) = Z (1)

n

() = (gnd(x — %)) — V- (Pnd(x — %)) + ...

Defining the macroscopic charge density as
p(X) = (Tfree) + Z<Qn5(x — X))

and the polarisation as

it is found that
(n)=p—V-P
If we insert here the microscopic Coulomb equation (the first of equations (?7)),
we obtain:
V-E=4r(p—V - -P). (1.21)
Making
D =E + 47P (1.22)
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this gives the macroscopic Coulomb equation (?7). To the lowest order, P is a
linear function of E, and P is proportional to E if the medium is isotropic. Hence

P=x.E, D= (1+4my.E=¢E. (1.23)

Xe is the electric susceptibility and ¢ is the dielectric constant of the medium. The
quadripolar term that we have neglected by writing ... is indeed almost always
very small.

An analogous procedure leads to the following expression for the average of the
current density

G)=J+cVAM+P+..

(the rather lengthy derivation of this result can be found in Jackson, §6.7).

Here M is the magnetisation, which is usually proportional to B, M = y,,,B.
Writing

1
H =B —47M = (1 — 47x,,)B = —B, (1.24)
7

we arrive at the macroscopic Ampere’s law, (?77).

If u>1, x;u >0 and M is parallel to B, we speak of paramagnetism. If, instead,
<1, x;m < 0 and M is antiparallel to B, we speak of diamagnetism. Typically,
the magnetic susceptibility, X, is very small, so much as to have g — 1| ~ 107°.
is known as the magnetic permeability. In the case of ferromagnetism the relation
between B and H is more complicated because it is time-dependent and non-
linear (hysteresis phenomena). (Ferromagnetic materials are paramagnetic, but
they present in addition some spontaneous magnetisation, which means that the
magnetisation M does not vanish when the field B is off).

1.1.3 Some simple solutions
Electrostatics

We consider the case D = E and E = B = 0. Faraday equation (??) implies
then VA E = 0, and so there exists a function ¢ (the electrostatic potential) with
E = —V¢, such that

A¢p = —4mp

(Poisson equation). The solution of this equation (which decreases for r — oo if
the source is contained in a finite volume) is given by
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o(x) = /d3x' Pix) and E= /d?’:plw . (1.25)

|x — x'|?

Magnetostatics

Once again, we consider D = E and H = B and E = B = 0. From eq. (??) we
conclude that B can be written in the form B = V A A. Here A is the magnetic
vector potential. Additionally, we can choose A such that V - A = 0. This choice
is referred to as the Coulomb gauge.

Exercise: Show that for any vector field V
VANVAV)=V(V-V)-AV

where
3

A=) 0#=V-V.

i=1

For E = 0 we then obtain, from Ampere’s law, that
4
—VA(VAA) =-V(V-A)+AA =AA = —%J

The solution of this equation (which also decreases for r — oo if the source is
contained in a finite volume) is given by

Alx) = / gy ) (1.26)

c Ix —x'|
Equations (?7?) and (??) determine the electro- and magneto-static potentials and,
consequently, the fields E and B for a given static distribution of charges and
currents.

Maxwell equations in vacuum

In vacuum, p =0, J = 0, and Maxwell equations reduce to

1.

cE = VAB (1.27)
V-E =0 (1.28)
%B = —-VAE (1.29)

V-B = 0. (1.30)



12 Section 1.1

If we differentiate (??) with respect to time and introduce (??) for B, we find

1. 1 )
SB="VAB=-VA(VAE)=AE-V(V_E).

C
=0

Therefore

1 .
2E-AE=0, (1.31)

Taking the derivative with respect to time of (??) and replacing E by (??), we
obtain the same equation (?7) for B. Note that the sign difference between (77?)
and (?7?) is responsible for the appearance of the minus sign in (?7?7). We finally
arrive at the wave equations

(A-LPE = 0

(1.32)
(A—%&B = 0

As we will see in more detail in the chapters to come, the Maxwell equations in
vacuum describe waves that travel at the speed ¢ (see (77)).

Exercise: Show that the ansatz
E = Eyf(ct+n-x)
B = Bgg(ct£n-x)

with n? = 1, and Eq, By and n constant vectors, solves equations (?7). Show
that eqs. (?7) to (??) are all also satisfied if and only if f = g, n-Ey = 0 and
BO =+nA Eo.

A first consequence is that the speed ¢ at which the fields E and B propagate is

finite and hence there is no action at a distance in electrodynamics. If a charge

d

located at A moves, a time 6t = ¢ will elapse before this modification is received by

an antenna at B at a distance d. Maxwell predicted (after finding equations (77?))

o A

that light is an electromagnetic phenomenon, something that has been definitely
verified. Hertz was the first to detect electromagnetic waves experimentally.
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As we will see later on, the electromagnetic field carries energy as well as linear
and angular momenta in vacuum, the transport of which takes place at the speed
of light, ¢, a constant of nature. If Maxwell’s equations are valid in all systems of
reference, then the speed c is the same in all frames. It is precisely this remark
that led Einstein to the theory of special relativity (his original 1905 article was
entitled “Zur Elektrodynamik bewegter Kérper™).

Before entering fully into our subject, I would like to discuss once and for all the
issue of units.

1.2 Units

(See Jackson, Appendix)

You have probably noticed that Maxwell’s equations (?7-77), as well as the rela-
tions for the fields H and D, (?7?) and (??), are not exactly equal to those you had
already encountered in the first year. The reason for this is that I have adopted
the Gaussian system of units, whereas in your previous year you had expressed
these equations in MKSA units. For fundamental problems and specially later for
quantum electrodynamics, the Gaussian units prove to be better adapted. For en-
gineering problems of a more practical nature, however, MKSA units turn out to
be very well suited. It is therefore convenient to know both systems (and perhaps
even others).

In principle, there is absolute freedom when choosing the units, but it is very
important to be aware of and benefit from the choice of units that is better adapted
to the problem under study. In physics, it makes no sense to state that the outcome
of a measurement of a length is 2. It is imperative to specify if one is speaking of
2 mm, 2 inches, 2 km, 2 light years, etc.

In elementary particle physics, it is customary to set ¢ =1 and A = 1. There then
remains a basic unit that is in general chosen to be the energy (e.g. 1 electron-
Volt, 1eV). From ¢ = 1 it is easy to deduce that time has the same dimension as
length and that mass has the same dimension as energy and momentum. From
ih = [x,p] = i (see quantum mechanics) it follows that energy, momentum and
mass have all the dimension of inverse length and inverse time.

In electrostatics, the Coulomb force between two charges ¢ and ¢ in rest at a
distance r is given by

/
F=kd (1.33)
T

The constant k; must be chosen. The dimension and magnitude of this constant
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determines the units of the charges. It is possible and consistent to set k; = 1.
If one starts from the fundamental dimensions [ (length), ¢ (time) and m (mass),
we obtain, in the case where k; is dimensionless, the following dimension for the
charge:

1/2 1/273/2
1/2 ml m'“l

la] = ([F]1?) " = (t—gﬁ) =— (1.34)
In the system used in particle physics, where ¢ has the same dimension as [ and
m has the inverse dimension, the charge is dimensionless. It is a pure number, the
coupling constant, which determines the strength of the electromagnetic interac-

tion:

e? e* 1

o = = — = —
dthe 4w 137

where e is the electron charge.

is the ‘fine structure constant’

1/2
The electric field is defined by E = § = %, and thus has the units [F] = 2;1//2

in a system with k£; = 1, something adopted in the Gaussian system. Observe that

in this case [E?] = 2, i.e. E? has the dimensions of energy density, [%]
Analogously, Ampere’s law determines the force between two stationary currents
I and I’ at a distance d,

dr 2]{:2] I

da = d
The constants k; and ko are not independent. Since [I] = [¢]/t, it follows that
[ky/ko] = 12/t2. The quantity k;/ko can be measured and one finds ky/ky = 2,
where ¢ is the speed of light,

(1.35)

ky 9
— =~ 1.36
L (1.36)
The magnetic induction B can be derived from Ampere’s law (??). A long and
straight metallic wire carrying a current I induces a B at a distance d given by:

I
B = 2k,f. (1.37)

The constant $ determines the difference between the dimensions of F and B.
Equations (??) and (??) lead to:

E kyqtl )
5 - (i) oer-b

With %1 = £ this gi
=2 gives
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If we now write the law of induction in the form V A E 4 k30, B = 0, it is clear
that ks has the same dimension as S~!. Indeed, k3 = B~!. The simplest way to
verify this is to write Maxwell’s equations with our constants:

V-E = 47T]{Z1p
VAB—%gﬂE — Ak,

(1.38)
V-B =0 )
In a region where p = 0 and J = 0, these equations lead to
k
AB-@iﬁ&Bzo. (1.39)
1

Hence k?’]ffﬁ = 0_12 and, with (??), k38 = 1. (The values of ki, ko, S and k3 in

different systems are shown in table I).

Magnitudes and Dimensions of the Electromagnetic Constants for Various
Systems of Units

The dimensions are given after the numerical values. The symbol ¢ stands for the velocity
of light in vacuum (¢ = 2.998 x 101% cm/sec = 2.998 x 10® m/sec). The first four systems of
units use the centimeter, gram, and second as their fundamental units of length, mass, and
time (I, m, t). The MKSA system uses the meter, kilogram, and second, plus current (I) as
a fourth dimension, with the ampere as unit.

System k1 ko B ks
Electrostatic

(esu) 1 c2(t2172) 1 1
Electromagnetic

(emu) c2(1%t72) 1 1 1
Gaussian 1 cT2(t2172) c(lt™1) c
Heaviside-Lorentz L . (t*172) c(lt=1) o (7))

4 4mc?

: : 1 -7 .2 Ho -7

Rationalized MKSA =10""‘c — =10 1 1
4reg 4
(mi3t=4172) (mit=2172)

Table I (Table 1 of Jackson, Appendix)

Furthermore, for the relations between the fundamental fields (E, B) and the fields
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(D, H) we can still choose some constants

D = E+ AP,

1
H = —B-)\M.
Ho

There is no point in assigning different dimensions to D and P or to H and M.
Indeed, I do not know of any unit system where A and X\ are dimension-full. The
systems with A = X' = 1 are called rational systems. In non-rational systems one
has A = X = 4x. The constants o and pug are the dielectric constant and the
vacuum permeability. In linear and isotropic media one has

1
D=:E, H=-B,
W

£

% and the relative per-

The relative permittivity (relative dielectric constant) is
meability is 1o
In table II you can find the values of gy and pg in different unit systems as well
as the corresponding forms of the macroscopic Maxwell’s equations and of the
Lorentz force. In table III you can find the names and conversion factors between
the rationalised MKSA units and the Gaussian units to be used in this course.
Note that in the Gaussian system of units, E and B have the same dimension, a
fact that will play an important role for the relativistic and explicitly covariant
formulation of the electromagnetic field.



17

Chap. 1

Electrodynamique

Ruth Durrer

07/
W= 8 = H | (otz-T14) | (-l VSMIN
dXA+H | 0=d" A oHﬁ._.me ﬁ;.HmeD d=a-A d+Ha%=qa| ,-0T XLy bl 4 pazieuoryey]
de ae ,0T
W—9=H ZJUOI0]
axo+d 0=a- A 0= 221maxa (Lipl-mxa Jd-a-a d+d=a T T -OPISIARO]
A deT ae T
Nty —d=H
u._lmm 0=d-A 0 on._\mme wQU.TH.U HXA Jduw=a A dww+Hd=d 1 1 UeIssies)
m X — = - = — — - - = — . — I Q
A det aert Ly
N —d=H (z-12%) (nwo)
10 e z’ .
dXa+d|0=d"A on|Q+mx> Q|®+H.§uﬂmx> dup=qa- A mkwLﬁﬁmWHQ 1 2 OIUFRTOIIIF]
WY — a2 =H | (-1 (nso)
# 3
dxAa+d|0=d" A on~|«M+HXD Q|W+mkw“ﬂx> dup=qa- A dww+d=d 2 1 JT1B)SOIII9[
YAl
nun
Tod suoryenbr] [[omxey 21d0dSoIdeN H‘d 0rf 03 JUEHISINY
00I10,]
ZJUOI0]

"] SUOISTQUIID [HM TWNIIRA
ur U3 Jo AYD0[PA 91} I0] SPUR)S O [OQUIAS oY ], "Sosoyjuared Ul UOALS aIe SOI)I)IeND JO SUOISUOWID oY) ATRSSODOU SIS AN

S}uU[) JO SWo)SAQ
snorieA ur uorjenbry 0010 zjuaaor] pue ‘suolyenbr [[emxe]y ordoosorden ‘H ‘q ‘97 ‘03 Jo suoryuge




18 Section 1.2

Conversion Table for Given Amounts of a Physical Quantity

The table is arranged so that a given amount of some physical quantity, expressed as so many
MKSA or Gaussian units of that quantity, can be expressed as an equivalent number of units
in the other system. Thus the entries in each row stand for the same amount, expressed in
different units. All factors of 3 (apart from exponents) should, for accurate work, be replaced
by (2.99792456), arising from the numerical value of the velocity of light. For example, in
the row for displacement (D), the entry (127 x 10°) is actually (2.99792 x 47 x 10°). Where
a name for a unit has been agreed on or is in common usage, that name is given. Otherwise,
one merely reads so many Gaussian units, or MKSA or SI units.

Physical Quantity Symbol  Rationalized MKSA Gaussian
Length l 1 meter (m) 102 centimeters (cm)
Mass m 1 kilogramm (kg) 103 grams (gm)
Time t 1 second (sec) 1 second (sec)
Frequency v 1 hertz (Hz) 1 hertz (Hz)
Force F 1 newton 10° dynes
}E}Z?errljgy Ig/ } 1 joule 107 ergs
Power P 1 watt 107 ergs sec !
Charge q 1 coulomb 3 x 10° statcoulombs
Charge density p 1 coul m™3 3 x 103 statcoul cm ™3
Current 1 1 ampere (amp) 3 x 10° statamperes
Current density J 1 amp m~?2 3 x 10° statamp cm ™2
Electric field E 1 volt m~! % x 1074 statvolt cm™!
Potential oV 1 volt Wlo statvolt
Polarization P 1 coul m—2 3 x 10° dipole
moment cm ™3
Displacement D 1 coul m~? 127 x 10° statvolt cm ™!
(statcoul cm—2)
Conductivity o 1 ohm™'m 9 x 10° sec™!
Resistance R 1 ohm % x 10711 sec cm™!
Capacitance C 1 farad 9 x 10! cm
Magnetic flux o, F 1 weber 108 gauss cm? or
maxwells
Magnetic induction B 1 tesla 104 gauss
Magnetic field H 1 ampere-turn m~? 47 x 1073 oersted
Magnetization M 1 ampere m~? 1073 magnetic
moment cm ™3
Inductance L 1 henry $x 1071

Table 11T (Table 4 of Jackson, Appendix)
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1.3 The Green method

For a given linear differential operator (with constant coefficients) D, a solution G
of the equation
DG =

is said to be a Green function for the operator D. Here § is the Dirac § distribution
in the corresponding number of dimensions. If G is a Green function for D and ¢
is a homogeneous solution — that is to say, if Dy = 0 — then G' = G + ¢ is also
a Green function for D. And vice-versa, if G and G’ are Green functions, their
difference is a homogeneous solution. To determine the correct Green function for
a given problem, the boundary conditions must be specified.

We are interested in the wave (or D’Alambert) operator, D = 97 — ¢2A. We look
then for a solution of the equation

(@ — AA)G(x, 1) = B (x)5(t) . (1.40)

We want a solution that decreases for r — oo and vanishes for ¢ < 0. The last
condition assures causality: the field should not be present before the charge that
originates it.

To solve (??7) we first perform a Fourier transform in the spatial coordinates,

Gk, t) = / P0G (x, 1)

Glx.t) - (er)g / PBle Gk, 1)

With [ 6%(x)e!®*) =1 eq. (??) becomes
(82 + KA Gk, t) = (1) . (1.41)

It is easy to verify that

Cnlle.t) = H(t) 22

is a solution of (??7). Here H(t) is the Heaviside function,

(1.42)

0 ift<0
H@):{ 1 ift>0.

If now we use the fact that the Fourier transform of §(|x| — R) is 4w Rsin(kR)/k,
we obtain

H(t)
4mrc2t

s(et — 1x]) = 2 et — 1x]) | (1.43)

 Adnclx|

GR(X, t) =
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This Green function clearly obeys the required boundary conditions. It is possible
to show that it is the only Green function with that property!.

The solution to the problem (92 — c*?A)¢(x,t) = f(x,t) is then (see exercises)

o(x,t) = /dgx'dt'GR(X—X', t—t") f(x,t) = —

1.4 Potentials and Gauge transformations

(See Jackson §6.5)

You already know from magnetostatics that the equation V-B = 0 is automatically
satisfied if one sets

B=VAA, (1.45)

since V- (VA A) = 0 for any vector A. One can also show that any vector field v
can be split up into an irrotational part and a rotational part (spin-0 component
and spin-1 component),

v=-Vo+VAa. (1.46)

¢ and a can be chosen to be solutions of the following equations

Ap = —=V-v
Aa = —-VAv

(1.47)

By taking the gradient of the first equation and the rotational of the second one,
it is easy to verify (??). Observe that a and ¢ are not unique unless V-a = 0 and
some boundary conditions are imposed.

The law of induction,
1 1
c c
implies the existence of a scalar ¢ such that

1

1From this one might be led to think that this one is the only Green function of any relevance
in physics. The situation, however, is a bit more intricate in quantum mechanics. The most
important Green function in quantum mechanics is Feynman’s one, which is a superposition
of the retarded Green function, Gr, and the advanced Green function, G4, the latter being
obtainable from the former under the replacement of ¢ — |x| with ¢ + |x].
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or

E=-V¢— %&A. (1.48)

With this ansatz, the homogeneous Maxwell equations are automatically satisfied.
In terms of our electromagnetic potentials (¢, A), the inhomogeneous Maxwell
equations (for the case e = u = 1) give

(vwm:—A¢—%v-A:4m) (1.49)

and
1 1. 1 . 4
(VAB--0E)=V(V-A) - AA+ Vi + 5A = %TJ. (1.50)
C

The potentials ¢ and A are not uniquely fixed by conditions (??) and (?7). If we
perform the transformation
A= A+ Vy, (1.51)

the field B remains the same. If we farther replace ¢ with

66— %, (1.5

the field E is also invariant. Transformations (??) and (??) are known as gauge
transformations. Under a gauge transformation

1. 1 1.
(V-A+-9) — Ax—§¥X+VnA+E¢
1 5 1.
:<A—?@M+VMA+#L
Thus, if one finds a scalar field y such that

(A= R = ~(V-A+ ), (1.53)

C

then the transformed potentials,

- 1
A=A+Vy and qbng—EX,

satisfy the equation

V-A+ii—u, (1.54)
C

which is known as the Lorentz gauge condition?.

2Since the wave equation for a given source always has solution (see eq. (?7)), we can always
solve (?7), at least locally.
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In the Lorentz gauge (?7), Maxwell’s equations have a particularly simple form
because they are completely decoupled (we omit the tilde ~):

(A— Loty = —amp (1.55)
C

(A—LorA — —4%1 (1.56)
C

Equations (??) and (??) together with condition (??) are equivalent to Maxwell’s
equations (four 1% order equations have been transformed into two 2" order equa-
tions).

From (?77), equations (??) and (?7) are solved by

L= Ix=x[/¢)
[x — x|

o(x, 1) = /d3x’dtGR(x—x’,t—t’)p(x’,t’): / pIX &z’ (1.57)

and

1 t—|x—x%
A(X, f;) :/dsl’/dtGR<X—X/,t—t/)J(X/,t/) _ _/J(Xa |X X|/C)d3x/.

c |x — x|
(1.58)
1.5 Conservation laws
(See Jackson, §6.8)
Charge conservation
Maxwell’s equations imply
1 c
) J=V.-({—D+J|=—V- H)=0. 1.59
p+V V<47T +) 47TV (VAH) (1.59)
For an open set G C R? we then have
. 3 d
0= [ (p+V-DNd’r=—Q(G)+ | J-eds, (1.60)
G dt oG

which corresponds to the conservation of charge.
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Energy conservation

By using
1.
VAE+-B = 0 and
c
1.. 4
VAH--D = -jJ
c c
one can find
4 1 . 1 .
E-(VAH -H- (VAE)=—E-J+-E-D+-H-B. (1.61)
c c c

But, in agreement with a simple identity, one has —V-(AAB)=A-(VAB)—-B-
(VA A) and so the left-hand side of (??) corresponds to —V - (E A H). Equation
(?7) leads finally to

1 ) .
4—(E~D+H~B)+V-S:—J-E, (1.62)
T
where c
S:=—EAH (1.63)
4

is the Poynting vector. The relation (?7) holds in general. Let us now assume
that there is an instantaneous and linear relation between H and B and between
D and E such as, for instance, D = ¢E with ¢ time-independent (that is the case
for microscopic fields, where E = D and H = B). In that case we have that

E-D= %(E D) and H-B = %(H -B)’, and (?7) can be written in the form
W+V-S=-J-E (1.64)

where

1
=—(E-D+H-B).
U 87T< + )

If we integrate this identity over an open set G C R3, we obtain

d ud3x+/ S-eds:—/J-Ed3:E. (1.65)
dt Jg oG e

The last term is minus the work done on the charges by the field. If the region G
and the electromagnetic fields are such that the surface integral can be neglected,
a decrease of the integral of u corresponds then to the work performed by the field.
This justifies the interpretation of u as the energy density of the electromagnetic

field.

The first term of the left-hand side of equation (?7) is then the time derivative of
the electromagnetic energy, and the term to the right is the work per unit time
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performed by the electromagnetic field on the currents taken with the minus sign.
If J is parallel to E, the field loses energy because it performs work on the currents.
S must then be interpreted as the energy fluz: equation (??) means therefore that
the energy of the electric field in G changes depending on the energy flux outside
region GG and on the work performed on the currents.

If the nonlinear effects are relevant, (?7?) is no longer valid for the macroscopic
fields and one has to turn to equation (77?).

Conservation of momentum

The force density applied on the charges and currents by the electromagnetic field
is

1
k=pE+-JAB.
c

We get rid of p and J by means of Maxwell’s equations (Coulomb and Ampere’s
laws) to obtain

47rk:E(V-D)+(VAH—%D)/\B.
To this equation we can add the vanishing term
OzH(V-B)—D/\(V/\EJr%B)
which gives
irk = [E(V-D)— DA (VAE)] + [H(V-B)— B A (VAH) - %@(D/\B).
Let us first consider the macroscopic theory, where

D=E e H=B.

- —lg__1
With IT := 028 = 12(EAB) we find that
. 1
H:—k+E[E(V-E)—E/\(V/\E)+B(V-B)—B/\(V/\B)]. (1.66)
Let us compute the i-th component of the expression for E inside [ ]. In what fol-

lows, we won'’t write the summation symbol > but will use instead the convention
according to which a sum from 1 to 3 is implied for any repeated indices in a term
(Einstein’s convention).

For example:

3
=1

3
(V A A)Z = Z &'ijgajAg = &“ijgajAg.

jl=1
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We will also use the identities (the proof is left as an exercise)
Eitm = Emi = Emil,

EitmEijk = 5Zj5mk - 5zk5jm-

With this we have that

[E(V-E)-EA(VAE), = E0;E;— cijkEicrmm OiEn
A,—/
(0¢i05m—0imbj0)E;

1

Since the expression for B is completely analogous, we arrive at the relation

1
[E-(V-E)~EA(VAE)+B(V-B)-BA(VAB) =
1 1., 1.,
with 11

Finally, equation (??) reduces to

Using the fact that [,k = %P(mec), one finds

/(H+k)l Br — i (Pl-(ﬁeld) +Pi(meC)> :/ Tikekds. (168)
e dt oG

If this expression is interpreted as the equation of conservation of momentum in an

open set G, then fGHdgsc represents the momentum of the electromagnetic field.

In the right-hand side, Tj;e* is the flow per unit area of the field’s force, and Pi(ﬁeld)

is the i-th component of the momentum of the electromagnetic field in G. From
(77),
1

1
—S=—FEAH. 1.69
c? 4de ( )

In a linear and isotropic medium where D = ¢E and H = %B with € = const. and
p = const., one arrives at equation (??) with IT and 7}; given by
1 ep

II=—DAB=-—=S
4me c?
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and
1.1

T, = 1=l504(E D+ B-H) ~ E.D; — H,B)).

o
If ¢ and p are position-dependent (but time-independent!) the supplementary

forces kp = —8%E2V€ and k;; = S%szﬂ must be added.

The conservation of angular momentum can be discussed along similar lines:

d
(L(ﬁeld) + L mec) / sze dS

or

O(LED 4 Lme)). — g M (1.70)

If the electric and magnetic susceptibilities can be neglected, € = = 1, one finds
(??7) with

1
cified) = AEAB
w0 = L@,
L0 — xAp
G
Mi; = €jmTigtp,.

The proof of equation (?7) is left as an exercise. M;; is a rank-2 (pseudo) tensor
that describes the flow of angular momentum of the electromagnetic field.

1.6 The relativistic formalism of electrodynam-
ics

(Jackson, chap. 11)

Lorentz transformations

The fundamental principle of special relativity is the equivalence of all laws of
physics in every inertial reference frame. A particle that does not experience any
force moves with constant velocity with respect to an inertial frame. (This is
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often used as the definition of inertial frames. However, in order to establish the
definition unambiguously, one would have to know a priori all the forces, which are
in general defined as via their acceleration of a particle as perceived by an inertial
observer...) I do not know of any fully satisfactory definition of inertial frame, but
it is clear that if one inertial frame is given, all the others are obtained through
boosts (see below), rotations, reflections and time reversal transformations. (In
reality, not all physics laws are invariant under the latter discrete transformations.
The weak interactions, responsible for the S—decay of unstable isotopes, do not
possess the reflection and time reversal invariances!)

If ¥ is an inertial reference frame, then ', which moves with constant speed along
a straight line with respect to 3 (boost) or has an arbitrary but fixed rotation
with respect to X, is also an inertial frame. A physicist in the reference frame
Y obtains the same results as her colleague in ¥’ when they perform the same
experiment. This result was originally formulated by Galilei (principle of Galilei),
who postulated that the laws of mechanics are invariant under the transformation:

X - X
t o _ ¢ (Galilei transformation). (1.71)
x x /] \x—tv . .

Here ¥ and ¥’ are two inertial frames that coincide at ¢ = 0, and ¥’ moves with
velocity v with respect to 3. If a particle has the velocity u = dx/dt in X, then it
has the velocity v’ = dx’/dt’ = u — v in 3.

According to Maxwell’s equations, the invariance of the laws of physics implies
that the speed of light is the same in every inertial frame. It is precisely this
condition that Einstein wanted to verify with new transformations different from
(7?). New transformations are certainly necessary since we want ¢ = ¢ # ¢ — v.

A simple but significant consequence of the constancy of the speed of light is the
relativeness of simultaneity. To illustrate this, let us consider a lighting flash that
takes place halfway between two screens fixed on either side. For an observer at
rest with respect to the experiment, both screens will light up at the same time.
An observer moving to the right perceives the right screen as moving towards the
source of the flash and so, according to her, the photons must travel a shorter path
to arrive at the right screen than to do so at the left one. Since the speed of light
is the same for her, the right screen lights up before the left screen, and therefore
the events are not seen as simultaneous in her reference frame. This indicates that
the new transformations will transform not only x but also the time.

We now want to determine how the coordinates ¢ and x are modified under a
change of the frame of reference. For this we just use the fact that the speed of
light ¢ which comes out from Maxwell’s equations is the same in every frame. The
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equation (ct)? — x? = 0 is then the same independently of the frame of reference.
This equation is also invariant if one of the frames is dilated with respect to the
other, ¥ = at, X’ = ax by an arbitrary constant a € R. But we know that
the physics is not invariant under dilations (for example, the spectral lines of the
hydrogen atom are the same in every inertial reference frame). To get rid of these
dilations that are in disagreement with phenomena, we assume that (ct)? — x? is
frame-independent for any value of this invariant®. We also require transformation
to be linear and we consider ¥’ to be moving with speed v = const. in the direction
x = x!. We assume

t t a(t —ctox)
/ J—
Tl e o] e (1.72)
Y Y Y
2 4 2
and we demand that ¢?t? — 2% = ¢*t'? — /2. If we insert the expressions of (??) in

(ct)? — x?, we find
At? — 2 = PaPt? — 2cadte + a*6%2® — y*a? + 2cyBat — AP BHE Vat.
Requiring that the coefficients of the quadratic expressions on both sides be the

same, we obtain o =, § = ¢ and

ot (1.73)

Vi-5
The dimensionless, discontinuous function f(v) remains. At low speeds, v < ¢, we
want to restore the result of Galilei, which implies 8 = v/c + O((v/c)?). A boost
of velocity v in direction x then transforms

ct 2 20 29
" 21 21 21
y | 7| 22 | 2 =A 2 | (1.74)
- 23 23 23
with
vy =B 00
-3 00
A=(A") = g ’g - (1.75)
0 0 0 1

31t is a mathematical exercise to show that the transformations that preserve (ct)? —x? =0
are precisely those that keep (ct)? — x? = s? invariant for any value s and dilations. If only
linear transformations are considered, the exercise is simple. It is striking that the same can be
said even if non-linear (but differentiable) transformations are considered; nevertheless, the proof
becomes much more difficult. This is Alexandrov’s theorem (1975) (See: W. Benz, 'Geometrische
Transformationen’, BI Wissenschaftsverlag, 1992).



Ruth Durrer Electrodynamique Chap. 1 29

The inverse boost is the one with velocity —v, and it is easy to verify that the
matrix A7'(8) = A(—pB). Therefore 3(—v) = —f(v) and B cannot have terms
quadratic in v/c. It is an experimental fact that 5 has no corrections, i.e.

g=uv/c.

We define the four-vector
r=(2") = (ct,x), a"=ct, ' =2"fori=1,2,3

and the ‘metric’

9= (9w) = . = (gw) " = (") =g" (1.76)
1

In this course we have chosen the metric signature (—,+,+,+), and we denote
with (¢g"”) the inverse of the metric.

One therefore has that (ct)? —x* = —*g,,x" is independent of the inertial frame?.

gy’ = (2 +y) gz +y)" — (= y)'gu(r —y)]/4,

it follows that z*g,,y" is frame-invariant for every couple of four-vectors (z*), (y).
For a boost,
(2 = A" 2¥

this implies that A% z"gasA®y* = 27 g,,y* for any four-vectors (z*), (y*) € R*,
and so
A%, gapN°, = Guy - (1.77)

In matrix notation (??) translates into ATgA = ¢g. Apart from the boost in direc-
tion x!, it is clear that rotations and reflections, with

(4 3)

where RRT =1, i.e, R € O(3), also satisfy condition (?7?).

A boost in an arbitrary direction can be decomposed into a rotation followed by a
boost in direction z!' and the inverse rotation. It is possible to show that a matrix
A that satisfies ATgA = g with det(A) = 1 and AJ > 1 can be decomposed into a
boost and a rotation.

4A sum from 0 to 3 must be performed over any Greek index appearing twice.
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For all four-vector (v*) that transforms as v* — AX v”, eq (?7) implies that v? =
guwv*v” is invariant under Lorentz transformations. We require v, = g,,v", such
that v = v,v* is invariant under Lorentz transformations.

Examples

(v") = (a) = (ct,x). So v* = —c*t* + x* = constant is the equation of motion of
a light ray. That it is independent of the reference system is the basis of special
relativity.

(v") = (p*) = (¢/¢,p). So —e?/c* +p? = —m? = constant. Here ¢ is the energy of
the particle (see the Mechanics I course). (p") = (£, p) is the energy-momentum

C’
four-vector of the particle.

") = (mu") = (mye, myv)
po= =)+ pt =i
here m denotes the invaiant rest mass of the particle.
Multiplying eq. (??) by (A™!)* from the right and by g”” from the left one finds
(A% = 9N 5guo (1.78)
In matrix notation this is A=t = g7 *ATg. With eq. (??) we find that
,U:L = guw\"o0” = g N9 v, = ((Ail)T)upUp-
Frequently we denote

9uwN5g7? = AL = (AHT),” such that v, = A, v,. (1.79)

The four-vectors (v*) are called contravariant vectors; they transform with A =
(A*,) under Lorentz transformations. In contrast, the four-vectors (v,) are called
covariant vectors, and they transform with (A~")* = (A,”) under Lorentz trans-
formations.

We consider not only four-vectors but also tensors, for example 7, such that
T,,v*w" is an scalar, hence invariant under Lorentz transformations for arbitrary

four-vectors (v*) and (w”). With v'# = A#,v” and similarly for w” we have
T, Ao N gw’ = T, 0t w” therefore T}, A" A" =T, . (1.80)

Multiplying by (A=1)® (A=1)#_ using (??), we find

p

T, = AN Tos. (1.81)

For a four-tensor of rank n we define the general way to "raise and lower indices”:

H2-pn V2 b
Tul "= guu/T " I
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which implies
B1fn . MV 20 fin
T - g Ty 9

and analogously for the other indices. For a four-tensor every lower index trans-
forms then with (A,”) while upper indices transform with (A#,) under a Lorentz
transformation.

If we have an equation of the form

T,U«I/JQ"'/Jn — SHLU«Q"',U«n

then this equation remains valid in all frames. On the other hand, if we want an
equation to keep the same form in any frame, then this equation must be written
in terms of four-tensors. According to special relativity, the fundamental laws of
nature are valid in any frame and so they must be expressed in terms of four-tensors
(this is often called covariantly).

Proper time We consider a particle or an object that moves with speed v in .
In a time interval dt the particle moves a distance dx = vdt. The invariance of the
speed of light implies that

2
Adr? = ds* = Adt* — dx* = A(1 — f%)dt* = C—thZ , 32 =v?/c
fY

is the same in all frames. In the reference system in which the particle is (momen-
tarily) at rest this gives d7? = ¢~2ds* = dt’?, and so one calls 7 the proper time of
the particle. The proper time is independent of the frame, it is a Lorentz scalar.
In a generic frame dt = ydr. The time that elapses between two proper times 7;
and 75 is then

T2 T2
t2 - tl = / dt = / ’)/dT Z T — T1 - (182)
T1 T1

So a watch that moves is slower than a watch at rest. This fact has been experi-
mentally tested not only with elementary particles whose lifetime becomes longer
in accelerators, but also with very precise watches in aircrafts.

Addition of velocities We consider once again the system Y’ that moves with
speed v in direction o' with respect to . For coordinate differentials we then have

dx® Vo (dx'® + Bdz't)
dat Yo (dz't + Bda’®) 1

da'? L ey

dz3 dx'3

(1.83)
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Let us consider a particle that moves with speed v’ = dx'/dt' = cdx'/dz'® in 3.
We assume that the part of the velocity that is normal to 2! is parallel to 3’ = 2'2.
Its velocity in X is then

. dx! dx't + pdx'® w4 uj +o uj +o
U = u=——=c = = =
I dt dz'® + pdx't 1+ pu't/c 1+ (vu))/c? 1+ (v-u)/e
dr2 dr'? 1 / 1 ul 4+ v
W = u— x c x 1 u') B I

dat %dw’o+ﬁd:p’1 o1+ (vuh)/c2 a %1 +(v-u)/c?

This expression does not look symmetrical in v and «’. But it is easy to show that
Yo =YY (1 + Vc—é‘/) and so the above equations become

Yal = Yo (U] +0)
’Yuul = ’Yu'u/J_a

which is perfectly symmetric in v and '

Formulated as an exercise, the following part is addressed to the students of theo-
retical physics:

Definition: The set of matrices {A € R**|AgAT = g} = O(1,3) = L, with g =
diag(—1,1,1,1) is the Lorentz group.

Show the following statements.

o ATgA = g if A is a rotation or a boost of direction 2! and if A = T =
diag(—1,1,1,1) or A = P = diag(1,—1,—1,—1). (i.e. rotations, boosts of
direction x', T (time reversal) and P (parity) are all elements of L.)

e [ is a genuine group in the mathematical sense of the term.
e For A € O(1,3), |det A] =1 and |AJ] > 1.

e O(1,3) C R¥* = R is composed by four disconnected components:

Ll = {AcO(1,3)|det A =1, A > 1}
L' = {Ae€0(1,3) 0>1}
L' = {Ac€O(1,3)]det A= —1, AJ < —1}
LY = {Ae€0(1,3)

|det A =—1, A

WV

|det A =1, A) < —1}.
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e In a neighbourhood of identity, the group O(1,3) is parametrised by six
parameters, i.e the Lorentz group is 6-dimensional.

Boost and rotations compose a group of matrices referred to as Ll, the proper
Lorentz group. In terms of time inversion, T, and parity, P. The complete Lorentz
group is given by

L = LlepPllorll @ PTLL
= Llellel' oL}

Here + accounts for the sign of the determinant, and 1 or | denotes A% > 1 or
AJ < —1, respectively.

Covariant electrodynamics

We then want to find a covariant (or relativistic) formulation of the laws of elec-
trodynamics.

To find a relativistic formulation of the conservation of charge we first write (j*) =
(cp, J). Considering that (x*) = (ct, x), then it is clear that the partial derivatives
(0y) = (%Ot, 0;) also constitute a four-vector. With these definitions, the equation
for the conservation of charge, eq. (?77?), can be rewritten as

9." =0  (p+V-J=0). (1.84)

Since 0 is a Lorentz-invariant scalar, this implies that (j*) is also a four-vector.

We would like to find a covariant form for Maxwell’s equations in E and B. With
that in mind, let us first consider the static case where p is constant and J vanishes.
We will see that requesting covariance will completely determine the full Maxwell
equations. The equations of electrostatics are

VAE=0 and V-E =4mp.

To promote Coulomb’s equation to a covariant equation one has to notice that p
is the °-component of the four-vector j#. The desired equation must then be of
the form

4
(@ Fyt = Ljn
c
Here 0 - F is the divergence of a rank-2 tensor field that is linear in E. (The sign
— is simply a convention.) We therefore have

4
—9,F = gj“. (1.85)
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In addition, we want to make sure that charge is conserved, 9,,j* = 0, which implies
that
0,0, F" = 0.

This drives us to postulate an antisymmetric tensor F**,
P = —Fvr,

(We could add to F),, a symmetric part S, that satisfies 0,0,5* = 0, but S*
is entirely decoupled from the antisymmetric part and from the source (j*). It is
therefore consistent with Maxwell’s equations to fix S, = 0, which we do also for
reasons of economy.)

A four dimensional antisymmetric tensor has 6 independent components. Because
of (?7?) for = 0, the components F are to be identified with the electric field.

We then write
0 —-FE, —FEy —Fj
E, 0 By —DBy
E, —DBs 0 B ’
Es By —-B 0

(F™) = (1.86)

where the interpretation of the components B; is not clear a priori. This translates
into the relations

Fij = ¢€ijuBe = —Fy;
With this, —0,F#*" = 47;% is equivalent to Coulomb’s law.

By making B = (Bj, By, Bs), equation (??) for u =i gives

) ) 41 .
QFY +o,Ft = Ly
C
1. - dr
SE 4 9B = -
c —— c
—5“]843]»
H_’/
—(VAB)E
1. 4
_"E+VAB = 17,
C C

that is nothing but Ampere’s law if we interpret B as the induction field. The
existence of an induction field B is then a pure consequence of the covariance of
electrodynamics! This is a clear example of the power of symmetries in physics: the
requirement that equations are to be the same in any inertial frame, i.e. that they
are to be covariant, leads us from electrostatics to the dynamic Maxwell equations
and implies the existence of magnetic induction.

(Historically, of course, the issue is not exactly like that!)
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To find the generalisation of the homogeneous static equation, VA E = 0, we first
define the dual tensor of F'*,

1
KM = ieﬂmﬂpaﬁ, (1.88)

where

el _ {sgn(O, 1,2,3 = pvaf) if p,v,a, f are all different
0 otherwise.

0 —-By —By —DBj

B, 0 -—EB5 £
wry
G =g, B, 0 —B | (1.89)

Bs —E, E 0
From this representation it follows that F'** — «['* if (E,B) — (B, —E).

We therefore have
(+F)iT = %(EijEOFZO 4 AR = iR,
and 0 = (VA E); = ¢,;40;E, is equivalent to
0=(VAE), = —0;(xF)".

The covariant generalisation of this equation is, evidently,

Ou () = 0, (1.90)

which is equivalent to the homogeneous Maxwell equations (exercise). In conclu-
sion: Maxwell’s equations are compatible with special relativity and their explicitly
covariant form is

O,(xF"*) = 0 (homogeneous equations),

o, F"* = —4% g (inhomogeneous equations).

The homogeneous equations, (?7), are equivalent to
Faﬁ,u + Fﬁu,a + Fua,ﬁ =0

(show it as an exercise). In 4 dimensions this implies (Poincaré’s Lemma) the
existence of a potential A, such that

Flg = 0,As — 95A,. (1.91)
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We make (A*) = (¢, A), which gives

1
Ei = Fo=- i(b_zatAi

1. 1.
By = 5 Fy = 52,7 (04 — 9;4)

= (VAA),.

The ansatz (?77) automatically satisfies the homogeneous Maxwell’s equations. The
inhomogeneous equations become

4
0Fy = 0'0,A, = 0,4, = ——j,
{
oA, - 9,4, = — T4, (1.92)
C

Here we have used

1
0=-0,0" = -} - A,

the d’Alembertian or wave operator. A gauge transformation is now a transforma-
tion of the form:
A, — A, +0ux

and the Lorentz gauge condition is simply (cf. eq. (77))
0, A" = 0. (1.93)
Within the Lorentz gauge, the inhomogeneous equations (??) give

4
OA¥ = %j“. (1.94)

In vacuum, j* = 0, we have that (within the Lorentz gauge)
ar,, =0(0,A, —0,A,) = 0,04, — 0,04, =0.

Given that F),, is independent of the gauge, this result is valid in any gauge what-
soever. Indeed, without having to turn to A,, we have that

0 = 0%(0uFuw+ 0,Fa+ 0,F,,)
- _DFHJ/ _'_ a“ aaFya +8I/ aaFau .
= =

0

Then
0F, =0 (for j# =0). (1.95)

In vacuum, every component of the electromagnetic field satisfies the wave equa-
tion.
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Lorentz transformations of the electromagnetic field

F" is a second rank tensor. Under a Lorentz transformation A, it then transforms
as

(F™) = A" NP7, (1.96)
We first consider a rotation,
1 0
— + — — —
(Af) = | : (1.97)
0 | R
|

with R-RT = Tand det R =1 (R € SO(3)). Since E and B are three-dimensional
vectors, (??) must imply (E')’ = R’;E7, and similarly for B. We want to verify
this:
NG (0N _ i AO paB _ _ Ai pi0 _ pi g
(E") = (=F®) = =A" A% F* = —\' F1° = R’ .EV;

ij il k mij _ k Upl _ onk
FY = 4B = &Y =¢";eB =2B",

kNt k AV k 7 aff
(B ) = 58 Z]<F‘7) = 58 Z]A QA]5F

1y o 1y o
= SRR = et R R B

Let us now use the fact that ,,,¢ is a tensor invariant under rotations:

k pj 7 mn __ _ ji
R R, R g™ =¢,

P . Ji _ pJ 7 P PP . mn __ Dj 7 mn
= RYye)'=R, R R, R g™ =R R.™.

For the last equality we have made use of the identity R - RT = 1I, which is
equivalent to R”, R", = Opy.

Hence R', R/ e, = R";c,"7. Therefore
Bk;l_lkRp Z]BK_RICBZ
( )_§5ij p = b
20K RP,

We have consequently found that B and E transform as three-dimensional vectors
under rotations, and this agrees with the behaviour expected for electrodynamics
in its non-covariant formulation.
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Let us now study the behaviour of E and B under a boost of speed v in the
direction x;. This Lorentz transformation is given by

v =8 00
.y 0 0
a =170 0 1ol (1.98)
0 0 0 1
where f =v/cand v =1/4/1 — 2.
(F™) = AP AgFP
(El), _ (_Flo)/ — _A10A01F01 _ AllAOOFlo
(Er) = (AA% = AGA%) By = By (1.99)
2(1-62)
(Bo) = (—F") = —A3(AGF™ + AJF™)
(E)' = vEy —v5DBs (1.100)
and, likewise,
1 g 1 o 1
(B1)' = 5(ein k") = §5iﬂNo¢AJﬁF&B - 5(5231F23 +eg F?) = By
B, = B, (1.102)

1 .
(Bz)/ _ 5(51']'2}7”)/ _ (8132F13)/ _ 8132[\10{/\36}7&5 — 8132(A(1]F03 + A%Flg)

and similarly

Example: electromagnetic field of a point charge in uniform
motion

We consider a charge that travels with speed v in the direction z! in the reference
frame K. In the frame K’, which moves with speed v in the direction !, the
charge is at rest. In K’ it then produces the field

E'x,t) =
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Using the expressions of the transformation of (z*) under a boost of speed —v in
the direction ', we have that

ct = ~ylct' + ™), ct' =~(ct — Bat) (1.105)
b = ”y(:l?/l + ﬁt/), 2= fy(xl — Pet) (1.106)
z? = 2" (1.107)
2’ = 2" (1.108)

and applying equations (?77) to (??) we find

Ei(x,t) = FE|(X,t) =

N

—
= W(ji;:ﬁ T b = (%) + (a*)? (1.109)
Ba(x,t) = e _GZ; e (1.110)
Bs(x,t) = e _GZ; e (1.111)

At time ¢ = 0, we obtain
E(x,t=0) = ;21_—;:?%, r=|x|. (1.112)

With sin v = % this gives
Bl(x,t=0) = — = F) (1.113)

r*(1 — 3%sin 19)% .

For a fixed value of r, |E| attains its maximum value in the direction ¢ = % (i.e.
when b = r), which corresponds to the normal plane to the direction of motion.
|E| minimizes in the direction ', ¥ = 0 and =

Bl = ot 9=]
ngl_—ﬁéj)m S (1.114)
Bl = S5 v
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Figure 1.1: Surfaces |E| = constant for a point charge at rest (dashed line) and
for a point charge moving at a constant velocity v (solid line).

The surfaces |E| = const. are contracted in the direction of motion and dilated in
the orthogonal directions (see figure 1.1).

For the magnetic field we have
Bl - 07 BQ - _/B’YE:IJ, = _5E37 B3 = B’YEé = /BE27

or, equivalently,
B=BAE. (1.115)

A moving charge produces a magnetic field perpendicular to v of magnitude pro-

portional to %

The relativistic Lorentz force

In order to complete the relativistic formalism, we look for the relativistic form of
the Lorentz force equation. For particles of charge ¢ moving at low speed v < ¢
we have the nonrelativistic limit

dv’ -1 _
= E+-(vAB)"|. 1.116
w =a (B4 v nmy) (1.116)

From relativistic mechanics, you know the four-velocity

(W) = (@), w = =P+ Y WP =~ p—mu.
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du*

But, due to the fact that ct is the O-component of a four-vector, “dr is not a four-

vector. We have to replace dt with the particle’s proper time, dr = dt/~ which is,
as we have seen, a Lorentz scalar. In terms of proper time we have u* = dz*/dr.
With dt = vdr (??7) becomes

du’ 4
m _Ip Uy
dr c

The four-dimensional formulation of this equation is

dpt du" ¢

— =m—— = =-F"u,. 1.117

ar ~ dr ¢ Y ( )
The zeroth component of (?7) describes the change of energy ¢ of a particle in a

magnetic field:

dp° . 1
& _ IRty = gy-E-v
dr ¢ c
e=p’c §:q7E~v (1.118)
" dr ' '

The energy of the particle changes due to the work done by the electric field.

The energy-momentum tensor of the electromagnetic field

We define yet another second rank tensor, the energy-momentum tensor of the

electromagnetic field 7}, given by
T = &(B*+B%)=u

Exercise: Show that the expression given for the components of T,,, in eq. (77) is

equivalent to

1 « 1 [0}
Tw = - [FWFV = J 9w FasF /3] : (1.120)

The indices of T}, are, as usual, raised and lowered with the Lorentz metric:

T = T,°%as, (gou) = ding(—1,1,1,1) (1.121)
T = ghT (1.122)
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In order to show that 7}, is a true four-tensor it is necessary to show, as for the

electromagnetic field tensor, F*”, that under a Lorentz transformation (A ) one
has
(TH) = A" A", T*P. (1.123)
We first consider a rotation R,
I 0
— + — — —
(A%) = (AS) = | : (1.124)
0 | R
|

with R - RT = 1. We know that E and B transform, under rotations, the way
three-dimensional vectors do,

SO
E? = E'E"=R/E'R)E
= (R"-R)yE'E'=6yF'E' = E'E) = E?

and similarly for B. Ty = E;%T(E2 + B?) is then invariant under rotations. For the
components T, °, we use

(E'AB'), = egmE"B™ = ey R R EF B (1.125)
As for the tensor F'*, the invariance of the tensor ¢;;; implies

R itm = RYR" € qin.
With (?7?) this gives
(E'AB'), = R/eiumE'B™ = R/(E AB);.

We have therefore shown that (E A B) transforms as a vector. We now proceed to
verify (?7). For the “p0” component we have

Which is as expected because

1 1

E/2 B/2 — E2 B2 )
(B B?) = (B 1 BY)
For the “;” components we make use of the fact that

. -1 . 1
Tz'lo = Az‘quyTw = Az‘JTJO = 4_Ri](E A B)j = A (E/ A B/)i-
™

7
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“om

Correspondingly, for the “;;” components we have:

v kA ¢
T, = AMA/T = AFA Ty
= RikRjokg

1

but R,*E, = E!, R*By = B!, E* = E?, B> = B” and
R*R'ore = R,*(R")¥; = 6;;. We then finally have

1
/ 12 12 I8 nli ! D!
T, = 504(E” + B) — E/E - B[B; .
Thus we have verified that under a rotation A%(R), given by (??), 7, transforms
according to (?7).

We now show that 7}, also transforms as a second rank tensor under a boost of
v 1

el =

speed v in the direction z;. Let again S and v be given by f = = and v =

v =B 0 0

uy | =8 v 00
(A7) 0 0 10
0 0 0 1

(If x := arcthf, it follows that v = cosh y and v = sinh y, where x is the speed
of the boost). Let us consider first To:

(TOO)/ — AOaAOBTaﬁ — 'YQTOO o 2726T01 + 72/82T11
1
~2(B} + BY))
1
N i[m<E2 + B}) +v*(1 4 5°)(E3 + E + B + Bj)
87 v 1 1 Y 5 2 2 2
—4+*B(EyBs — ByF3)]

= L (B 1 B+ 2By — BBa)* +12(Es+ BBo)? ++X(By + BEs)?

8w
+7*(Bs — 5E2)2}
_ 1 (E’2 n B'Q) .

&
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The last equality follows from equations (??) to (??). For T, we obtain
01y _ A0 Al aB
(T%) = AN AT

1/8n(E?4+B?) 1/4n(1/2(E*+B2%)—E?-B?)

_ 20l gy o0 eth 2 £27110
= yT" =By ( T T T ) +~282T
= %[72(1 + %) (EyBs — ByE3) — By*(E5 + E3 + B; + B3)]
= ﬁ[’VQ(E2 — BB3)(Bs — BE;) — 72(32 + BE3)(FEs + 3Bs)]

1

1
= (ELBY - BiEY) = (A B),

and similarly for the other components.
We illustrate this by computing (72%)’

1
(T23)/ — AQaASBTaﬁ — T23 — 1

™

(E9Es + ByBs)

= ;—;[72(32 — BBs3)(Es3 + 3Bs) ++*(By + BE3)(Bs — BE,)]

-1
The computation of the remaining components is left as an exercise.

The conservation of energy and momentum can now be simply written as

1 ‘ 1 .
0,T" = —k”, with k°=-J-E, k' = (pE+-JAB)". (1.126)
C C

kY is the work done on the charges and k is the Lorentz force density. It is easy to
see that k, = F),,j¥, and therefore (k,) is a four-vector.

We have discussed the behaviour of 7, and F* (second rank tensors) under
rotations around, and boosts in the direction z'. A boost in an arbitrary direction
n is always the product of a rotation R; that rotates n in the direction z!, of a
boost A(B, e;) in direction x' and, finally, of the inverse rotation, R;':

A(B,n) = R{'A(B,e1)R;.

It then follows that T}, transforms correctly under a boost in an arbitrary direction.



Chapter 2

Electromagnetic waves

2.1 One-dimensional waves

In order to restrict ourselves to a concrete example, let us consider a string in a
two-dimensional plane with one of its points fixed:

¢

\J
X

We look for an equation that describes the wave-like motion of the string, i.e. an
equation for the acceleration d?p/dt? at every point z, taking into account the
tension forces. We make:

0 > o
n=0

e Since the choice of the position ¢q is arbitrary, the force is independent of
the amplitude ¢ and, consequently, oy = 0.

o If ¢(x) describes a straight line, no tensions are applied, the force does not
depend on the slope, and therefore a; = 0.

45
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e The lowest-order term is aw: the curvature implies a tension.

For many applications, as turns out to be the dominant term and we then obtain
(ay = v?):
Po 0%
o~ o
Eq. (?7?) is the equation of a one-dimensional wave. It can also be used to describe
the motion of a spring or the air compressions in a tube, as well as the physics of
many other one-dimensional problems.

(2.1)

The general solution of (??) which satisfies the initial conditions

p(z,t=0)=po(z) and @z, t=0)=pi(z)
o(z,t) = f(z+vt) + g(x — vt) (2.2)
such that

1 1

@) = gloo(@) + 3 [ er(a)i) and g(a) = Slente) - [ )]

The function f describes the part of the wave that moves towards the —x direction,
the “left mover”, and the function g describes the “right mover”. v is the speed of
propagation of the wave. In all physically realistic cases (with finite energy), the
functions f and g can be written as Fourier integrals,

flx+ot) = /dkA(k) exp(kz + wt) , (2.3)

with w = vk. The function |A(k)|? is the spectrum of the wave f.

Normal modes (stationary waves)
The time dependence of the normal modes of a wave go as cos(wt+ ). We therefore
look for a solution to (??) of the form
oz, t) = A(x) cos(wt + ).
Using (?7?) it is found that

d?A
—w?A(x) = vzﬁ,
whose solution is
A(x) = Agcos(kx + ) (2.4)

ot o= W (2.5)
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We then have:
o(x, t) = Agcos(wt+ ) cos(kx + )
= % [cos(wt + kx + v1) + cos(wt — kx + 72)], (2.6)
with vy =+ a and v = 5 — «.

Equation (??) is the dispersion law for the wave equation (??7). A dispersion law
is a relation between w and k. We will encounter other dispersion relations that
are more complicated than (??). The quantity w is the angular frequency (or
pulsatance), whose dimension is [1/s]. k is the wavenumber, of dimension [1/cm].
Ag is the amplitude; its dimension depends on the physical phenomenon under
consideration. For the string, for example, it corresponds to [cm]. v, are 4, phases
determined by the initial conditions. 7" = 27/w is the wave’s period, the time
needed for one complete oscillation, and v = 1/T is the frequency of the wave.
The distance A = 27/k is the wavelength, the length of one complete oscillation.
From (?77?) we have

AV = 0. (2.7)

Considering that the dispersion relation (??) has the solutions k£ = +w/v, it is
possible to add to (??) a term By [cos(wt — kx + 71) + cos(wt + kx + ¥3)]. This
leads to the general solution

o(x,t) = Acos(wt+ kx+ 1)+ Bcos(wt — kz + 9s)
= Ajcos(wt+kx) + Agsin(wt+kx) + By cos(wt—kx) + By sin(wt—kzx).
with
Ay = Acos oy, Ay = —Asindy,
By = Bcos 6, By = —Bsin 0.
This solution can also be written as follows
p(z, t) = Re [Cre'“HFe) 4 Cyel@i=hn)] (2.8)

where C1 = A(cos d;+isind) and Cy = B(cos da+isin d2). The first term describes
a wave that propagates towards the left (“left mover”) and the second term repre-
sents a wave propagating towards the right (“right mover”). The position z, of the
crest of an oscillation is given by wt+ kz.+d; = 27N, so dz./dt = —w/k = —v for
the first term; and wt — kx. + 62, dz./dt = w/k = v for the second. It is because
of this that v is known as the phase velocity of the wave.

We now consider a string with fixed ends: (0, t) = ¢(L, t) = 0. For t = 0 and
x = 0 this gives Uy = —C}. For x = L and ¢t arbitrary, we have

Re [Cre™" (e* — ™) =0 and so 2iCysin(kL) = 0. (2.9)
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This implies that sin(kL) = 0, or, in other words, that k can only take discrete
values

' oL
ki = j% == JEMN (2.10)

From this it follows that Ay = oo. The angular frequency that corresponds to k; is
given by w; = vk;. The general solution of our problem with boundary conditions
(0, t) = o(L, t) = 0 is finally given by

¢(r,t) = Re Z Cjeiwa‘t (eikjm _ e—z’ij)
j=1

= Z (Aj coswjt + Bjsinw,t) sin k;x (2.11)

Jj=1

with A; = —2Im [C}] et B; = —2Re[C}]. A situation like this is said to be of the
discrete spectrum type. The function A defined in equation (?7?) is zero except for
the discrete values k = jm /L.

Exercise: Determine the coefficients C; for a given solution ¢(z, t) .

Remark: For the string, ¢ is an amplitude in a direction transverse to the di-
rection of propagation. A wave like this is called a transverse wave. For a spring
that compresses and stretches, the oscillating magnitude (the number of coils per
centimetre) is parallel to the direction of propagation. In this case we speak of a
longitudinal wave, of which sound waves constitute another example.

2.2 Three-dimensional waves, electromagnetic waves

To study three-dimensional waves, let us forget the case of the string and take
instead, for the moment, a compression wave in a gas (an acoustic wave). The
quantity ¢ is no longer the position of the string, but the density of a gas. For a
wave that propagates in an arbitrary direction n € R? (n? = 1) we then have

v = Re [Cei(m_’m'x)] = Re [Cei(w'f_k'x)} (2.12)

where k = kn is called the wave vector. By means of simple inspection, one can
verify that ¢ satisfies the equation

02p = v (0? + 65 + )
with v? = w?/k?, which can be rewritten as

(07 —v*A) o =0. (2.13)
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Equation (?7?) is the equation of a three-dimensional wave. v is the phase velocity
of the wave. There is also something known as the group velocity of the wave:

~ Ow
Ok’
In the examples so far considered, v, = v because the relation between w and k

has always been linear. We will arrive at situations where this will no longer be
the case.

v

Remark: There are also two-dimensional waves. Examples of this are the waves
on the surface of water and the acoustic waves of a metallic disc.

Let us turn to the subject we are interested on: electromagnetic waves. We have
already seen [equation (?7)] that the electric and magnetic fields in vacuum satisfy
the wave equations:

(02 — AA)E = 0} (214)

(02 —c2A)B = 0
If we first consider a plane wave-like solution:
E(x,t) = Re [Eoei(k""”t)}
B(x,t) = Re [Boei(q"‘_"t)} .

then equation (??) demands w? = ¢?k? and 0% = *¢®. Hence c is the phase (and
group) velocity of the wave. The equations V- E =0 and V - B = 0 imply

k-E=q-B=0.

Electromagnetic waves are then transverse waves. In addition, the law of induction
gives
0=-0E+cVAB=Re [inoel(k'x_”t) + ciq N\ Boe’(q'x_"t)} .

For this equation to be satisfied in x = 0, say, for every time ¢, one must have
o = w. What is more, if it is to be satisfied in any point x of space, then the
equality q = k is needed. Maxwell’s equations then imply for the fields that

E(x,t) = Re [Eoei(k'x*“t)}
| (2.15)
B(x,t) = Re[Bge!k*]

with
k-Ey=k By =
0 0 (2.16)
wEg+ck ANBy = 0
or, using k% = w?/¢® and k = k/k,

E, = —k A B,. (2.17)
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Likewise, Ampere’s law, 0,B — ¢V A E = 0, gives
B, =k A E,
(something that follows also from (??) after multiplying by RA)

The vectors k, Eq, and By are therefore mutually orthogonal, and EZ = B2. E,
and By are, in general, complex vectors (Ey € C3, By € C?), and the equations we
have derived are valid for both their real and imaginary parts (why are they valid
for the imaginary part too?!).

Polarisation, Stokes parameters

Let us decompose Eqg = A; —iAy, A, € R®. In a fixed position x (x = 0, say),
we have
E(t) = A coswt + Ay sinwt. (2.18)

a) Linear polarisation

If Ay || As, then only the amplitude of the electromagnetic field, and not its
direction, changes in time (E(¢) || E(#)). The same can be stated for B. Such an
electromagnetic wave is said to be ’linearly polarized’.

b) Circular polarisation

Consider now the opposite case, A; L A,, but with the further condition A? =
A2 = A%, We choose a coordinate system in which A; points in the direction x
and A, points in the direction y. Our wave then propagates in the direction z (k
is parallel to the z direction). Thus, from (?7), we have (at a fixed position x)

E, = Acoswt, E,=Asinwt, E,=0,

i.e., E sweeps out a circle of radius A in the (x, y)-plane.
If (Ay, Ay, k) form a system of positive helicity ((A; A
As) -k > 0), the sweep goes counterclockwise, i.e. in the y
trigonometric direction (from the x axis to the y axis). In

optics, such a wave is called a left wave. On the other hand, ,,

if (A, Ay, k) form a negative helix ((A; AAy) -k < 0), we Y m
have a right wave. (It rotates clockwise for an observer that :
receives the wave.) Because the direction of E determines & J

that of B, By = k A Ey, the polarisation of B is the same
as the one of E.

c¢) General case
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A~

Let (€1, €2,k) be an orthonormal system of positive helicity. The general form of
E is

E(X, t) = Re [(Elél + E2€2)6i(k'x_(‘)t)] (219)
= Re[(Fies + E,e,)ei(k'x’“’t)] (2.20)

where €1 = % (g £iey), Fi= % (B FiEs).
Equations (??) and (??) are the explicit decompositions into linearly polarised
(E1 = 0 or By = 0) and circularly polarised (E_ = 0, left wave; F, = 0, right
wave) waves.

We now show that in the general case E describes an ellipse and we determine its
direction and axes lengths. Let us choose €, = e, and €, = e,. The X and Y
components of E(t) = Xe, + Ye, (at the fixed position x = 0) are then given by

1 . 4
X = §(Ele’”’t+Efe+“’t)
1 —iwt * _+iwt
Y = 5(EQe + Eje™™")
1 . 4
X +iy = 5((EliiEz)e*er(E;iiE;)eM)
1

= — (Bye ™+ Efe™").

V2

If we rotate counter clockwise the system (x, y) by an angle a, we obtain the
components
(&, n) = (Xcosa—Ysina, Xsina+ Y cosa).

Then £ +in = (X £4Y)e*™, and similarly for the new F;

. ]- —w * qw
(§ £in) = E(E%e "+ By e

with B, = eT*E,.. So E' /E’ = (E./E_)e **. We can choose a such that
p = E' /E" becomes real and positive. The angle o and the radius p are then
determined by

E+ _ 2ic

B
Let E' be given by E' = v/2Be” with B, § € R, B > 0 the polar decomposition
of the complex number E’ . We have

€+Zn — Beizgefiwt _'_pBefiéeiwt
g . ,”] — pBei(gefiwt + Befi(geiwt
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and, consequently,

&= B(1+ p)cos(wt — 0)
n = B(1 — p)sin(wt — 9)

[\

2
v’
+ = 1.
B*(1+p)*  B*(1-p)°

This means that E(t) describes an ellipse with semi-axes B(1 + p) and B(1 — p)
rotated an angle a with respect to €; and €;. Their lengths are

B =1

If p = 1, this ellipse is reduced to a line in the ¢ direction. In that case the
polarisation is linear and has direction £. If, in contrast, p = 0, the polarisation is
circular.

£ ]

1+
|E-|

Let us make, as before, €, = e,, € =€, and €L = %(61 +iey). Additionally, we

define €3 = €; A €5 = k. It is not difficult to verify that

*
€l€x
*
€L€E3 — € €E3 =
* (2.21)
eler = 1
* —
€. = €

According to what we have shown, the polarisation state of a wave is established
if we can write it in the form (??) (or ??)) with known amplitudes E;, Ey (or
E., E_). We now ask the opposite question: Given a wave in the form (?7),
E =Re [Eoe"(k"‘*”t)} , how can we determine the polarisation state? In this regard,
a useful formalism was proposed by Stokes: the Stokes parameters.

These are four parameters determined by the measure of intensity and two rela-
tively easy polarisation measures (linear and circular). Let us make

E — (E1€1 + E2€2)6i(k-x—wt) — Eoei(k-x—wt)
E

= Re[E]
E1 = ale“sl, E2 = 0,26252
E, = a.e®, E_=a_ée’"
id 1 61 ; i02
aret = — (a1 —iage*?)
V2
i Lo ey o it
a_e = 7<CL1€ + iaqge’?).
2
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We define
. . \
= ler E* +|ex - E? = a2 + a3 = |[Eg|?
= |e;-E]?—|ey-E]2 =a? — a2
(2.22)

= 2Re [(61 . E)*(GQ . E)] = 2ajas cos(ds — d1)
= 2Im [((—:1 "E)* (e, - E)} = 2ajas sin(dg — O7)

< © O~

J

This four parameters are not independent. Clearly, I? = Q*+U?+ V2. The Stokes
parameters can also be written in the base of circular polarisations, €:

< © O ~

I = 2(E[)

Since E? =

w=1/(8).

= |et - EP +|e -EP=a} +a2
= 2Re [(ej . E)*(e* E)] =2aya_cos(6_ —d;)
= 2Im [(ei - E)*(e* - E)} =2aya_sin(6_ —6y)

= |61-E|2—|6*_-E|2:ai—a2_

)

(2.23)

/

measures the “intensity” |E|*> of the wave averaged over a period.
B?, we have I = (E? + B?), where (...) denotes average over a
period T' = 27 /w. The energy density averaged over this interval of time is then

For a linearly polarised wave (0; = d3), V' = 0, whereas for a circularly polarised
wave (a; = az) one has Q = 0. In general, () measures the difference of intensity
in directions €; and €5, and V measures the difference of intensity of helicities +

and —.

Exercise: Show that under a rotation of €; and €, by an angle a around R, the
Stokes parameters transform as

I — 1

Q — Qcos(2a)+ Usin(2a)
U — Ucos(2a) — Qsin(2a)
V = V.

Doppler effect, aberration

For a plane wave, the electromagnetic field is of the form

Flu(z) = fue ™ Fu(2) = Re[F, (2)]
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where we define k* = (w/c, k). Let F},, be specified in an inertial frame ¥. In a
different inertial frame >, related to ¥ through the Lorentz transformation A %,
it becomes

n a n @ —i(kyxt

Fl (@) = AN Fop(x) = AGAD foge (kuet)

For k' = A* k" one has (k,z") = (k,2™), and so
F(2') = f, e "), (2.24)

with f}, = A%AL fos. Equation (??) shows that (k*) is really a four-vector and
that a plane wave that propagates with the four-vector (k*) in ¥ does the same
in ¥’ with four-vector (k'*) (and is also a plane wave in this transformed system).
We thus have k' - x — w't' = k- x — wt.

We consider a light source in an inertial system 3 and an observer in the system
Y that moves with speed v along the z direction:

We have, 5 =v/c,

v 00 =By
0 1 0 0
poo_
Mo = 0 0 1 0
By 0 0 v
2= qz—wt), =z, Y=y
s
¢ o= ~Ait-2
(= ~2)
and
k. = kg, /{:’y:ky
K= y(k—Bw) (2.25)
W= y(w—vk,)

Since |k| = w/e, |K'| = w'/c, it follows that
W =qw(l— Bcos?) . (2.26)
This is the formula of the relativistic Doppler effect.

We also want to determine the direction and amplitude of the transformed wave
vector, k’. To determine 9" we use
k! K.
(tand) = 2Z21: 2221.
(k2 +kP)2 (kR + k)2
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With (?7), this gives

w
o) = 20 o)t
(ky + k) (ky + k)
1 |  cosd—p

sin =7 sin

(tan?')™' = «|(tand)' -

1 sind
tany = ——l (2.27)
ycost — f3
This equation describes the relativistic aberration. Already in the base of symmetry
arguments one sees that the angle ¢ is not modified, and since k, = k., k, = k;,

we have
o' = . (2.28)

Relation (77?) is equivalent to (exercise)

ey 1 sing

sing’ = 71— [cosv
, _ cost—p3

cost = T pooig Beos D (2.29)
9 14+ 9

tan7 = 1_ﬁtan7.)

Equation (?7) is the formula for the relativistic Doppler effect. Equations (?7?) and
(??7) describe the aberration.

For ¢ = 0 (k parallel to v), the longitudinal Doppler effect, one has

or, with A = ¢/v = 27c/w
,_ 146
A 1—5)\ (2.30)

We define the redshift Z through the relation

N AN
1+7Z = —=14+4—, AA=X -2\ (2.31)
A A
1
1+5)?
= | —— 2.32
(155) " (232

for small redshifts, Z <« 1, we have Z ~ § = v/c, the same formula obtained
when analysing the non-relativistic case. The largest redshift observed for distant
galaxies is Z ~ 10. To which speed does this value correspond?
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For ¢ = 7/2, transversal Doppler effect, (??7) implies

/ w

W o= yw =
TV (2.33)
1+72 = /11— 5%

for small redshifts, Z < 1, this gives Z ~ —% (2. The transversal effect is a purely
relativistic effect and is much harder to perceive for low speeds.

Equations (??) and (??) determine the aberration of light. Let, for example, ¥
be the rest frame of a star and let ¥ be the angle of incidence with respect to
the Earth’s surface. An observer on Earth moves with velocity v parallel to the
planet’s surface. For ¢ = m/2 (vertical incidence) we have

1
tant = +—
By
and for the aberration angle, a = |r/2 — |,
tan v = (. (2.34)

In the non-relativistic limit one obtains tana ~ § = v/e¢, which is corrected by
the v factor.

Already in the base of symmetry arguments it is clear that there is no aberration
if 9 = 0 or m. For the Earth’s speed, 8 ~ 107%, the relativistic correction in
(?77) is not measurable [O(107®)]. However, for the case of emission of elementary
particles in relativistic motion, this factor v becomes relevant (for example for the
position of counters in the decay process m° — v + v for fast 7).

Apparent superluminal velocity

In the '70s, some radio astronomers discovered that the composing elements of
certain “quasars” move away at speeds four to six times the speed of light ¢. The
same effect was observed in the nineties in galactic objects. We will show with an
example that the effects of retardation can simulate superluminal relative velocities
of moving objects. To simplify our notation, we remove the third dimension, the
axis z, which does not play a role in our analysis. We consider a disk of gas
centred, at t = 0, in the (z, y) plane of system >, and travelling at speed v along
—x direction:

In system ¥', which moves at speed v along the —x direction (comoving with
the disk), the disk emits a light flash at time ¢ = 0. The observer located at a
distance D receives first the light emitted from point ¢ = 0. He then observes
two rays coming from positions +¢ that move at first away from each other (for
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.Lﬂq, .
N

0 < |¢| < m/2) and then come closer together (for 7/2 < |p| < 7). We will see
that (for ¢ small enough) those two rays appear to be moving at superluminal
speed.

With respect to > the ray event has the coordinates
t'=0, 2/=Rcosp, y =Rsing (—7<p<m).

In system X these coordinates correspond to

2

t = (' — EZL‘/) = —lchosw
c c

x = (' —vt')=~yRcosp
y = y = Rsing.

The instant of flashing, ¢, depends on the position, i.e, on . The time t, of arrival
at distance D from the center x = y = 0 is given by

NI

c(ty —t) = [(D — yRcosp)® + R*sin® ¢ 2.

Since R < D,

2
~ —W—Cchosgo +D —~vRcosp+ O <£) . (2.35)

NI

v
le =——R
c - cosp+ .. ] 5

The distance between the rays is 2y = 2R sin . With (??) one finds

G|

_ 1-5
= |R*—(D~— cta)Zm]

ylta) = VR(1—cos?p) =R

N[
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The relative speed is then
dy 11 1-p
2— = 2x ——2¢c (D —ct,) —— =2cy(1 — t
& 520 (D= ct) 15 =201 = B cot g
" yR(1+B)cos¢p

Rsin ¢

Y %COMO—%—O(R/D). (2.36)

This is proportional to cot ¢ and diverges for ¢ — 0, even for low speeds. For an
observer, this gives the impression of an object that explodes into two fragments
that move away at superluminal speed (as long as ¢ is small enough).



Chapter 3

Propagation of electromagnetic
waves

3.1 Introduction, ponderable media

We consider a medium with dielectric constant € and permeability p, but with
neither currents nor charges; € are p assumed to be independent of both position
and time. We have

and

and therefore

(3.1)
Lo
<A — ?@) B =0
with
c
v= . (3.2)
VHE

v is the speed of light in the medium. For plane wave-like solutions we obtain

E(x,t) = Re[Eq e/kx«1)]

‘ (3.3)
B(x,t) = Re[Bg e'k*x«1)],

99
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with Eg = A +iA,, Eg € C3, A;, Ay € R3, and the dispersion relation

2
2o HE 2

w2 2
Equations V- E =V - B = 0 lead to

k-E=k-B=0 = k-Ey=k-B;=0.

The law of induction gives
k AEy— 2By = 0.
c

Using w = v|k| = ¢/\/ue |k| this gives
By =ickAE,, B=,pckAE. (3.4)
The energy flux is given by the Poynting vector,

c e -
S = EAH = EAB=——,/SEAKAE).
47'('[ I= AT A7\ 1 ( )

Let us consider S at point x = 0; we have
E = Re[(A] +iAy)e ™ = Aj coswt + Ay sinwt
and

EAB = 1/M»S{Al/\(lAc/\Al)coszcut+A2/\(R/\Ag)sinzwt
+ [Al ARAAY) + Ay A (kA Al)] sinwtcoswt}

= JUE (A% cos? wt + A2sin® wt + 2A; - Ay sinwt cos wt) k

where we have used the relations aA (bAc) = (a-c)b—(a-b)cand A; -k =
A, -k = 0. The time average of the Poynting vector over a period T' = 27 /w is

then |
(S) — §i\/;(A2 + A2k \/7\E0|2k (3.5)

In the same way, one finds for the energy den51ty

1 1
u = (€E2 + B2)
8 W
1

1 €
= Eol> + =|Bol? | = —|E,|? 3.6
W = <e| o+ o\) —[E| (3.6)

where we have used (?7). The time average of |S| is called the intensity I of the

wave: - SW E E*——\/7H H*_\/i (u) = v(u); (3.7)

and has the units of energy/ (area x time), [erg/(cm? s)].
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3.2 Reflection and refraction

As before, we consider electromagnetic waves in homogeneous and isotropic pon-
derable media but we now add interfaces where u or € change their value discontin-
uously. In the absence of charges p and currents J, we analyse what happens when
an electromagnetic wave crosses the border between two ponderable media with
different dielectric constants €; and 5 and different permeabilities p; and py. We
consider the following situation with the incident and reflected plane waves and a
third plane wave that has crossed the bordering surface F' between the media:

ke k)

boundary )

Coulomb’s law, [, (D -e)ds = 0, and [,,,(B - e)ds = 0, integrated over the
boundary surface 0V of the volume as indicated in the figure, imply that D, = cE
and B, = pH, are continuous in the interface. Similarly, Ampere’s law gives

fas H ndl =c19 f ¢ D -eds — 0 for the limit where the thickness of the surface
S indicated in the figure tends to 0. Last but not least, the law of induction,
V AE 4+ ¢ 19,B = 0, implies §BSE -ndl — 0. From the two last equations we
conclude that E, Hj are continuous in the interface.

For a continuous component we have (A # 0):
Aei(k-xfu}t) +A//6i(k”-x7w”t) _ Ale(k’-xfw/t)’ VxeF

Denoting by k, k’ and k” the projections of k, k’ and k” on the plane F, the last
equation can be equivalently written as:

Aei(fox—wt) + A/lei(f(”-x—w”t) _ Alei(§’~x—w/t)’ Vx e R3.

For x = 0, this gives w = w” = w’, whereas for ¢ = 0 we obtain k = k' = K.
Hence, the projections of the three vectors on the plane F' are equal to each other.
The three vectors k, k/, and k” thus live in a single common plane (the incidence
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plane), 3
k, K, k" € Rk & Re,.

Considering that

k| = Zsina, |K|="sinf and [K'|="sind,
U1 U2 (o

the fact that all the three vectors are equal leads then to

1
a=a and —sina = —sinf.
U1 U2

Let us now go a step further and use v; = ¢/,/2111 and vy = ¢//Ezfla, Which gives
Ve sina = /gy sin 3,
or, more insightfully,
ny sina =mng sin 8 (Snell’s law), (3.8)
where we have introduced the refractive index:
n:=/ep (Mazwell’s relation). (3.9)

As you can see, the requirement of continuity of a component has enabled us
to find the reflection and refractive angles. However, this is not all we can do;
electrodynamics enables us to compute also the intensities and polarisations. To
this end, we distinguish two different cases:

(i) E = (0,0, E,) is orthogonal to the plane where the vectors k,, k', k” lye
[(x, y) plane in the figure, or plane of incidence].

The directions k, K/, k” are given by
k = (sina,—cosa,0)
K’ = (sina,cosa,0)
k' = (sinf3, —cosf3,0).
Additionally, H = /&, /u; k A E gives

Hy= 2 kE, Hy=—2kE, ete,
2 H1

which leads to:

“E 2 “H 7
z x

E. | —(e1/m)"*E. cos o
E' | —(g2/p2)?E’ cos 3
E" | +(e1/p1)V2E! cos a
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Because E, and H, are continuous in the interface, we have E, + E! = E! and

H, + H" = H'. Thus,

E.+E' = E

E.—E' = E

VR
m | ™
— [\
==
[\ —
~
(NI
oo
oo
n n
ol )

B =
1

E// — E; 1 €M1 2COSﬁ

z 2 €ifta ) cosa |’

(i) H is orthogonal to the plane of incidence.

M‘NUQ
7 N
-

_I_
N

In this case we find (simply by making the substitution E — H, ¢ — pand p — ¢)

NI

H, =

|

H1E2 COs ¢«
1
H' = ! 1— H2g1 \ ? COSB
z 2 pige ) cosa )
In the important case in which p; = pus = 1, one has
1
€1\? np  sinf
£9)  ny sina’

All this leads to the following relations for the cases (i) and (7):

‘ IS

(i) E normal to the plane of incidence:

9 )
L+ Sfees sin(a + 3)
sin(a + f3) sin 3 cos av sin(f +a) |

(3.10)
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(i) H normal to the plane of incidence:

H = H|—2 | = op,_ SN2
] 4 Sinfcosp sin 2« + sin 23

sin a cos «

[ sin 2av (1_511150056)

? “sin 2« + sin 23 sin o cos o
1_5;%3@ (3.11)
B sin 2« — sin 23
" Fsin2a +sin 2
B sinacosa —sinffcos 3 tan(a — )
~ ’sinacosa+sinfcosf 0 Ctan(a+ )

To arrive at the last equation we have used the trigonometric identities sin 2a =

tan o __ tanaztan 8
21+tan2a and tan(a + ﬁ) " 1Ttanatang’

Relations (??) and (?7) are the Fresnel equations (which were derived from Maxwell’s
theory by Lorentz for the first time in 1875).

Remarks:

e We have not used the conditions eE; = D, and pH, = B, which should
also be continuous at the interfaces, but it is easy to verify that they also

hold.

e In case (i), there is a reflected ray (if n; # no) for all values 0 < o < 7/2,
whereas in case (7)) H” and, consequently, the intensity of the reflected ray
vanish for a = ap, defined through ap + 8 = 5. For ap + fp = 3,

2
sin fg = cos ag, and
ny sinag  sinag

ny sinfgp cosap
The angle ap is known as Brewster’s angle:

tanapg = 2 (3.12)
ny

If unpolarised light reach, with an angle ap, the surface that divides two
media, the reflected ray is then linearly polarised (its electric field is normal
to the plane of incidence). When the medium (1) is the vacuum (g, = 1),
the microscopic explanation of this phenomenon goes as follows: the reflected
ray is created by the oscillations of the dipoles (atoms, molecules) present
in medium (2), parallel to the transmitted ray. If the electric field E thus
produced is parallel to k”, the intensity of the reflected wave (which must,
when propagating in direction k”, be normal to k”) vanishes.
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(W ST+

<™

)
Bs

Total internal reflection

This phenomenon occurs when ny > no. In this case the equation sinf =
(n1/ny) sin a has no real solutions for § if & > ap, where
. T2
smopr = —.
m
Since sin 8 must be real, only the complex values of g that are of the form g =
7/2 + iy are allowed. Thus
€i6 — €_Zﬂ eigify — eii%Jﬂ/ e 7 + e’
sinf = = = = cosh
b 2i 2i 2 7
m

coshy = n—sina. (3.13)
2

The absolute value of v can then be determined with eq. (??). The wave vector of
the transmitted ray is now complex:

K = %(sinﬁ, —cos f3,0) = %(Cosh%isinh%()).
c c

The phase of the transmitted wave is

ei(k’-xfwt) _ ew(mTQ:vcosh'yfnTQy sinh y—it) (3 14)
For the amplitude of this wave to decrease when y — —o0, it is necessary to set
v as a negative quantity. The refracted wave (??7) propagates then in direction e,,

along the limit surface, and it is attenuated exponentially for y < 0 (evanescent
wave).

For case (i) we find

E! sin(j —a+iy)  cosacoshy+ isinasinhy

E  sin(Z+a+iy) cosacoshy —isinasinhy’
Since this is a ratio between two complex numbers conjugates of each other, we

find that the intensities are equal:

[// E//E//*
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The same is true for case (7).

The presence of the wave in medium (2) can be verified experimentally. If one
picks a thin sheet of material (2) and continues in the other side with medium (1)
as shown below,

n, - (1)
n, ld @ |
n, (1)

one finds that the wave is being attenuated by a factor:

now . - %
e—Tdsmh'y — a5 -

day(w) = % isthe length of the attenuation.
now sinh ~y

Intensity

The intensity is given by equation Eq. (??), I = [S| = (¢/87)n|E[*. To study the
intensity of waves, let us consider first two extreme cases.

(a) Grazing incidence, o = /2
From (?77)

) n
sinf3 = 1
N2

sin(a + ) = cosf, sin(f — a) = —cos .
From (?7?) and (??), we therefore have for cases (i) and (i)

[l/
—=1 I'=0 (3.16)

So, in the grazing incidence case, the reflection is always total (the mirror image
of mountains at the opposite shore in a lake, or the mirror image of the setting
sun in the sea are examples of this).

(b) Perpendicular incidence, o ~ 0
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In this case, sina ~ « and sin § ~ 3, and so nja ~ nyf. For case (i), equation
(?77?) gives

B mm(oa)_mem I (ueml
E. mn(B+a) ni4n I (ng+n)? '
Analogously
B[P ( 28 )2N 4n?
E.l ~ \a+8) = (m+n)
I = SnE?
8
[ = SnE?
8
and then A
— i (3.18)

[/
T (ny + ny)?
The same is obtained for case ().

The reflexion and transmission coefficients are defined by the ratios

" 12 i / 2 /
e, 8" EF I" ey-S’_@cosﬁEZ_IcosB

R =
e, S E2 I’ e, S

ny cosalE?  Tcosa’

In the cases of grazing and perpendicular incidences, these coefficients do not
depend on the polarisation; they are equal for the two linear polarisations (i) and
(7). This is no longer the case in the most general situation. Indeed, in general,
because the reflected intensity depends on the polarisation, the reflected ray is
partially polarised even if the incident ray is not (see figure and exercises).

Clearly, for all values of the incidence angle o, R+7T = 1 in the light of energy con-
servation. The behaviour of the transmitted and reflected intensities as a function
of the incidence angle is illustrated in figure ?7?.

Exercise: Show that R+ 7 =1 in all cases.

3.3 Optics of metals

In this paragraph we consider good conductors (such as metals). Because the elec-
tromagnetic field performs work on the currents, its magnitude decreases quickly
by producing heat if the conductivity o is high (dissipation). This is why metals
are not transparent but are good reflective materials.

To make our discussion quantitatively concrete, let us make y = 1 and let us
neglect the dispersion of € and ¢ —i.e., the dependence of € and ¢ on the frequency.
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Figure 3.1: The transmission and reflection coefficients are represented for n; < ns
(top) and for n; > ns (bottom left, case (7i) in dashed line). The angles ap and
ar for ny > ny are also indicated (bottom right).

(This is not an accurate approximation for visible electromagnetic waves, but it is
approximately valid in the infrared regime). In any case, we can assume consider
a wave of a given frequency (monochromatic wave), E oc e7*!. We use Ohm’s law,
which is valid for good conductors:

J =0E.
Maxwell’s equations give
1.
V-H = 0 VAE+-H = 0
4 Cs . 47
V-E = —p VAH--E = —0E.
€ c c

Taking the divergence of the last equation we obtain

Ao

‘V.E+V.E=0,
C &
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which leads to
p+—p=0,
€

an expression that can be also deduced from charge conservation p+V -J = 0. Its

solution is
t 13

p=po€ T, T (3.19)

~ dno’
where 7 is the relaxation time. For high values of the conductivity, 7 is a very
short period of time, the density of interior charges vanishes quickly, and we recover
V - E = 0, which will be used from now on.

The difference of the curl of the law of induction and the time derivative of
Ampere’s law leads to:

€ 4o

The right-hand side of the above equation acts as an attenuation term. In the
monochromatic case, E and H oc ™! eq. (?7) gives

w2’
<A 5 ) E=0. (3.21)
with A
g =c+ i%, (ot = VE). (3.22)
We define
n? = ¢, n'=n(l+ix)
Re(n?) = e=n*(1-r?) =n2, ;. (3.23)
4
Im(n'?) = 9 on?k
w
We have in addition that
V-E=V-H=0and —“H=VAE. (3.24)
c

Equations (??) and (??) are formally identical to Maxwell’s equations for insula-
tors, except for the fact that here &', the dielectric constant, is complex. Thus, the
solutions for insulators are valid in this case. For a plane wave the wave vector is
now a complex quantity:

K2 = gg’:%n’{ (3.25)
kK = ok
C

The electric field is given by

E = Eoei(k-xfm) — Eoe*mTw(lA(-x)ei("T“’l}.x,wt).
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The attenuation of a plane wave is then measured by the attenuation constant:

x =2 [ = [pedkex, (3.26)
C

d = 1/ is the penetration depth. For copper, for example, one has:

¢Z = )\ (vacuum) | 1 A=10%cem | 1p=10"*cm | 1cm

d 0.18 x 107 cm | 0.18 x 1072 ¢m | 0.18 ¢m

An electromagnetic wave cannot penetrate through metal. It is because of this
that automobiles can actually protect you from lightings! If the conductivity is
very high, 47o/w > ¢, we find, from eq. (??), that

2ro
k~1 and n~4{/ —.
w

Reflection of light on a metallic surface

Given that the equations for conductors are formally identical to those for insula-
tors, we can, by substituting the dielectric constant by the complex constant &’
and n by n’, repeat the arguments that led us to the reflection and refraction equa-
tions, and in particular we can reproduce Fresnel equations. We should, however,
take care of the interpretation and physical meaning of our results!

From Snell’s law we have
sina = n'sin 3.

n' and hence  are complex numbers and this has some interesting consequences.
First, remember that n'? = ¢ + idwo Jw is very large for good conductors (because
o is very large) and so:

2
sin

cosf=1/1—sin?p = l——— =1
n

For a refracted wave we obtain

K — fn’li/, k' = (sin 3, —cos 8, 0) ~ (sin 8, —1, 0),

C
K = kon' (Smo‘, 1, 0)
n/

which can be rewritten as
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where ko = w/c is the wave number in vacuum. With n’ = n(1 + ix) this gives

e Xt — oxplifko(x sin a — ny) — wt] + nrkey}. (3.27)

The transmitted wave is then exponentially attenuated for y < 0. Fresnel equations
give in case (1) (eq. (77?))
2 sin 3 cos 2 sin 3 cos

F = EB—F " —F,
N sin(a + ) sin B cos a + sin v cos 3

2/n') si 2
~ E, ( /n)smacosg ~E, Cos ('] > 1), (3.28)
sin awcos a/m’ + sin « n

For H! we find (from H! = —+/¢'E’ cos 3) that
H! ~ —2F, cos a. (3.29)

The component H! remains then finite in y = 0 in the limit |n’| — oo, (¢ — o0).
On the other hand, it is easy to verify that the component H, decreases. The
refracted wave does not penetrate through the material and so it is not of our
interest. The reflected wave is more interesting: since [ is complex, a phase
difference between the incident and the reflected wave appears (see exercise).

Intensity relations. As in (?77), we restrict ourselves to the case of normal inci-
dence (a ~ 0), with ny = 1:

2 2

n —1
n' +1

(n —1)2 4+ n?k?
(n+1)2 + n2k?

1" 4n 2 | w | ¢
l——= N — R 2 — =24 — 3.30
I (n+1)2+n%k%> n 210 Ao (3:30)

where we have used the fact that Z is very large and so kK2~ 1, n=2r0/w> 1.
It is for this reason that metals are ideal reflectors. For copper, for example, one

finds, for A = 12y (= 12000 A, infrared),

]’l/ E/l
1 |E.

and then

[l/
= 16x107?

= 14x1072

Exercise: At which value of its wavelength a metal of conductivity o loses its
good reflectiveness properties? What happens at this point?
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3.4 Dispersion

Until now we have described the properties of materials for which ¢, ;o and o are
constants. This approximation is often inadequate, specially for electromagnetic
waves, which represent fast changing fields: a certain time will elapse before ¢,
1 and o react to the variations of the field. An everyday life example of this is
the decomposition of white light by a prism, a phenomenon non compatible with
a constant (frequency-independent) index of refraction. For monochromatic light
(composed by a single constant frequency w) the results of the previous section
remain valid.

To study the effects resulting from the dependence of € and p on w, we first discuss
a simple model.

Simple model for e(w)

Let us assume that the motion of an electron in matter can be seen as a damped
harmonic oscillator,

mlx + % + wix] = —eE(x, t). (3.31)

The left-hand side of the above equation is the most general linear approximation,
and so it is always valid for sufficiently small deviations x from equilibrium. For
small amplitude oscillations x, the field E can be evaluated at the electron’s average
position, x = 0. Let us consider a harmonically oscillating field, F o« e~**. The
same ansatz for x(t) leads to

mx(—w® —iwy + wj) = —eE

and so the contribution of this electron to the dipole moment is given by

e2

2 2 -1
=—ex = —(w) —w’ —iw E.
P — (w0 7)
Let us consider a substance composed by N molecules per unit volume with Z elec-
trons each. In each molecule we have f; electrons of natural frequency w; (binding
energy = hw;) and friction coefficient (damping) v;. It follows that >, f; = Z,
and the polarisation per unit volume is

Ne? , -
P= - Z fi(w? —w® —iwy;) T'E = xE. (3.32)
J
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Thus, we obtain the dielectric constant

47 Ne?
m

e(w)=1+4my. =1+ Z fi(w? —w® —iwy;) ™ (3.33)
J

Clearly, the constants f;, w; and 7; are determined only after having a quantitative
description of the substance. Being incapable of computing these constants in
detail, we limit ourselves to the discussion of some general properties.

Anomalous dispersion and resonant absorption

The constants 7; are in general very small with respect to the resonant frequencies,
v;/wj < 1, and so €(w) is almost entirely real (its imaginary component becomes
very small) for most frequencies. For w < wj, the factor (cuj2 — w?) is positive

whereas for w > w; it is negative (see Jackson §7).

At low values of the frequency, w < min;{w,}, all the terms in the summation (?7?)
are positive, and therefore

e(w) > 1 at low frequency.

The higher the frequency, the larger is the number of terms in the summation that
are negative, making the summation become eventually negative:

e(w) <1 at high frequency

The behaviour is very interesting for values close to a resonant frequency w;: the
real part of the denominator vanishes and the term becomes large and imaginary.
(see figure ?7).
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Figure 3.2: The real (solid line) and imaginary (dashed line) parts of the dielectric
constant as a function of frequency.

If Rel[e(w)] increases for increasing values of the frequency w we then speak of
normal dispersion. The opposite case, that in which Re[e(w)] vanishes as the fre-
quency increases, goes by the name of anomalous dispersion. Close to a resonant
frequency we then experience the phenomenon of anomalous dispersion. Corre-
spondingly, Im[e(w)] conduces to resonant absorption. As we have already seen,
this is easily expressed in terms of the real and imaginary parts of the wave number:

k=p+1ia
2
w
B —a? = 2 Re(e) 2 w?
2 = g&'.
2 = 0_21m<8)

If the absorption is not so high (o < /3), one finds that

_1Im(e) B w
N o Rem) P VRe(e) .

The intensity of the wave decreases with the distance d as
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Electric conductivity at low frequency

In the limit of low frequencies, w — 0, the behaviour of e(w) is qualitatively
different if a fraction fy of the electrons in each molecule are free, i.e., if they
possess the resonant frequency wy = 0. In this case, which corresponds precisely
to metals, the dielectric constant at low frequency has a non-negligible imaginary
part:

47TN€2f0

e (3.34)

e(w) = eo(w) + 1

where go(w) accounts for the contribution of bound electrons to the dielectric
constant. If we compare this result with our discussion of metals in the previous
section, it is clear that the conductivity is given by

_ foNe?
R s (3.35)

This corresponds roughly to Drude’s conductivity model (1900). N fy is the number
of free electrons per unit volume; g is the friction coefficient that depends on the
collision processes of the free electrons with themselves and with the ions of the
metal. For copper, for instance, one has

N =~ 8 x 10*atomes/cm®

o ~ 5x107sec”! at low frequency,

and consequently, for w < 10! sec™ (microwaves)

70~ 7o &~ 3 x 103 sect.

fo

High frequency limit, plasma frequency

In the domain where w > max;{w;}, equation (??) takes the form:

_ P
ew)=1- 2 (3.36)
with N 72
4 e
wi= T (3.37)

The value wf), which depends uniquely on the electronic density NZ, is the mate-
rial’s plasma frequency. The dispersion relation reduces in this situation to

2 2 | 22
ck=/w? —w2 or w'=w, +ck". (3.38)
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In dielectric media, the limit (??) holds only for values w > w,. The dielectric
constant is then very close to, but always smaller than 1. It converges to 1 for
w — oo. In other situations, such as in our atmosphere’s ionosphere or in the
interior of stars (as well as in certain laboratory plasmas), the electrons are all free
and friction is then negligible. In this last case, the relation (?7) is valid even for
frequencies w < w,,.

For w < w, the wave number £ becomes purely imaginary. This means that any
incident electromagnetic wave will be completely reflected by such a plasma. The
intensity decreases exponentially at the interior of the plasma with an attenuation

constant given by

2wy,
Oplasma ~ ——  for w <K wp.
c

At very high frequencies the metallic dielectric constant (?7?) is of the form

w2
(W) = cofw) =~ 5, w3
47N foe?

with wf, =
m

For w < w, this gives a negative dielectric constant and light does not penetrate
through the material. But for sufficiently high values of the frequency, (w) > 0 and
the metal becomes transparent! This happens typically in the regime of ultraviolet
waves (a phenomenon known as the wltraviolet transparency of metals).

3.5 (eneral properties of the dielectric “constant”

We proceed under the hypothesis that the polarisation density P depends linearly
on E (linear response) (something untrue in the case of very strong fields). The
most general relation between P and E is then of the form:

Pi(x, t) = / Er'dt Kij(x, x5 t, ) E;(x, ).

If the properties of the medium are time-independent, K;; does not depend on
the difference ¢t — t'. Moreover, if the medium is homogeneous and isotropic, K;;
becomes of the form K;;(x, x';t —t') = §;;K(x — x'; t —t'). Furthermore, the
spatial dependence is usually local,

Kx—-x;t—t) = dx—x)x({t—-1t)

P(x, t) = /dt’x(t—t’)E(x, t, e (3.39)

P = yxE. (3.40)
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(132

Here “x” represents the convolution with respect to time!.
We restrict ourselves to the case p =1, H = B, and we consider dielectrics only.

We perform the Fourier transform with respect to time:

E(x,t) =5 / dwB(x, w) et

B(x,w) = / dtE(x, t)e™".

Let us assume that x(t) € L'(R)

/|X )| dt < oo.

We now use the mathematical result that tells us that for f, g € L'(R), one has f ,

g € Cy(R) € L*=(R) € LY(R) and ﬂ\g = f§. For the Fourier transforms we find
therefore the relations

Px,w) = x(w) Ex, w) (3.41)
D(x,w) = éw)E(x, w) (3.42)
Ew) = 1+4mx(w). (3.43)

In principle, how £(w) depends on the frequency is something determined by quan-
tum mechanics. We have discussed in the previous section a simple and classical
model. We now want to discuss some general conditions that one can deduce and
that hold even when the quantum effects are not negligible.

(a) Dissipativity: Matter polarisation absorbs energy; the work performed on the
medium is positive. In a medium where yp =1, J = p = 0, with

1 1 d
E-D+H-B) = ——(E’+H?>) +E.P,
47r< * ) 8T dt< +HY)+
energy conservation gives
1 d .
S+ ——(E’+H?) = —-E-P
VoSt 8T dt( +H)

where we have used D = E + 47P. Hence, the work performed on the medium by
the electromagnetic field is

d_W = /dst'P,

dt
W = /d%th P > 0. (3.44)
!The convolution of two functions, f,g € L!(R) is defined by (f = [f(t g(t")dt’

One can easily show that fxg=gx f; (fxg) =f'xg=fxg.
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Parseval’s equation ([ |f[>dt = [ |f|*dw) leads to [ f*gdt = = [ f*§dw.

1 A A
0<W = Q—/dgxdwE*(X, w)(—iw)P(x, w)
7r

_ ! wdw(—iw)/d?’a:]?:*(x, w) - B(x, w) Y ().

2 )

Since x(t) is real, x*(w) = x(—w) and similarly for E. Thus,
21w = /d3x/ dw [—iwy(w) + iwx(—w)] |E(x, w)]?
0
= /d?’x/ dw 2wIm [¥(w)] |E(x, w)[?
0

_ / P /0 " o 20 [3(w)] [B(x, w)[2 > 0.

As this has to be true for any value of the electromagnetic field E(x, w), we con-
clude that
Im [x(w)] =Im[¢(w)] >0 Vw>0. (3.45)

As we had already seen in our simple model, the imaginary part of £ determines
the dissipation (absorption). Any non-stationary process occurring in a realistic
medium is irreversible at some point. This is why there are always losses and
dissipation, that is to say, Im[¢(w)] > 0 for all w > 0. The set of frequencies for
which Im [¢(w)] is very small constitute the domain of transparency of the medium.

(b) Causality: The polarisation P(x, t) cannot depend on the future value the
electromagnetic field. Consequently,

x(t)=0 for t<O. (3.46)

3.6 Kramers-Kronig dispersion relations

(Jackson, 7.10)

From the causality condition (x(t) = 0 for ¢ < 0) we deduce here some properties
of the Fourier transform of x(t),

X(w) = /OOO dt x(t) e™". (3.47)

In this equation, we consider w a complex variable and we assume that [ |x(¢)] dt <
oo. In this case, (?7) is well defined for all w € C with Im(w) > 0 because
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et = emm@t < 1 for + > 0. For Im(w) > 0, the function in (??) is analytic
(holomorphic). Besides, x(w) is continuous and bounded in the plane Im(w) > 0
and Y (w) — 0 for |w| — oo uniformly in all directions of the complex plane where
Im(w) > 0. (This is an elementary consequence of the Riemann-Lebesque lemma:?
X € LY(R) = x € Cy(R) and for all Im(w) > 0 the convergence is even faster.)

Let us summarize the properties of the susceptibility y(w):

(i) x(w) is analytic in the region of the complex plane where
Im(w) > 0.
(7)) x is continuous and bounded in the Im(w) > 0 half-plane

and |x(w)| = 0 for |w| — oo uniformly in all directions
for which Im(w) > 0. (3.48)

(#i1) X*(w) = X(=w"),
(i) Im[x(w)] >0 for 0 < w < 0.
(v) %(0) = f;" x(t) dt > 0.

The last property follows from the fact that the static polarisation “costs” a certain
amount of work. For E(x, t) = H(t)E(x), H being the Heavyside function, that
work is given by (?7)

/d% /OP(OO) E(x) -dP = /OOO dtx(t)/d%;E?(x) = X(O)/d?’xEQ(x) > 0.

The Kramers-Kronig relations link the real and imaginary parts of y(w). In order
to derive those relations we need a number of results of the theory of complex
functions that you have already worked out in your math courses (I hope):

Cauchy theorem — Let f: D — C, D C C be an analytic (holomorphic) function
and let ' : [0, 1] — D be a closed path whose interior belongs to D. For wy € D,
we have

f(w) dw 0 if wy lies outside I'

r w—=uwo 27if(wp) if wy lies inside T.

We consider the following path

2See compl. de math.
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Y

According to the Cauchy theorem,

/ Mw)dw (3.49)

W — Wo

In the limit p — 0, the contribution of the semicircle w = wy + pe®, 7> ¢ > 0

gives
0

. X(w)dw . .
/l)lg%/m o z}g% ; X(w)dp = —imx (wo). (3.50)
On the other hand, the principal value of integral (?77) is defined by

lim {/WOP Xw)dw +/Oo Xw) dw dw} — PV /OO Xw) dw

p—0 _ w — Wy wotp W T Wo oo W — Wo

[e.9]

In the limit R — oo the circle at infinity does not contribute because of property
(7) of (??7) and because of the exponential decreasing for Im(w) > 0. (??) then

gives
* X(w)d
P.V./ M —imx(wp) = 0.

W — Wy

—00

The real and imaginary parts of this equation are the Kramers-Kronig relations:

Refi(w)] = 1 rv. [ 1A,
LU Re[((]w)] . (3.51)
Imfg(en)] = -3 PV [ 22X
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We can go further and write (??) in the form

Re[(wo)] = ;P.V./OOWCM
2w ’ Re| g(w)] (3:52)
Im[{(wo)] = —= P.v./O wgfwg d

The first equation implies for the dielectric function é(w) = 1 + 4y (w) that:

Re[é(wo)] = 1+ 2 PV. / FelmEw) g, (3.53)

2 _
T w? — wp

Equations (??) to (??) are the Kramers-Kronig dispersion relations. They show
that the absorption properties (Im[x]) together with causality determine entirely
the dispersion Re [{] and vice-versa. These relations also play an important role in
particle physics: diffusion and absorption are intimately related via the causality
condition. Equations (?7) were first derived by Kramers (1927) and Kronig (1926),
whom wrote them as relations for the refractive index n(w) = \/é(w). (Relation
(??7) can also be justified in the case in which x(t) is a distribution.)

Theorem — The properties (?7) of the susceptibility lead to the following results:

e Y(w) does not take real values in the half-plane Im(w) > 0 apart from the
imaginary axis.

e Along the imaginary axis x(w) decreases monotonically from xo = x(0) > 0
to limg_,o x(is) = 0.

In particular, ¥ has no zeros in the upper half-plane.

Proof — We use a result of the theory of complex functions: let D C C be an open
set and f: D — C a meromorphic function (analytic in all its domain except in
a set of isolated points z; in which the function diverges as (z — 2;)™™, 2; being
then called a pole of order n;). Let I" be the boundary of a compact subset of D,
K C D, such that f has no poles on I and f(z) # a Vz € I'. In this situation it is

possible to show that
/
=7Z—P
2mi / fz

where Z is the number of zeros multlphed by their order) and P is the number of
poles (multiplied by their order) of f —a in K. (This result is a simple corollary
of the residue theorem.)

We apply this result to the function y(w) by choosing I as shown below in the
figure:
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Im(w)

> Re(w)

In the upper half-plane y has no poles. Hence

1 N (w)dw 7

omi Jp X(w) —a
Let I be the image of I' under the application w — Y(w). We take the limit
R — o0. Since Im [y(w)] > 0 for 0 < w < oo [property(iv)] and thus Im [y(w)] < 0
for —oo < w < 0, I = x(I') intersects the real axis only at yo = x(0) and
0 = x(00). I" looks then as follows

Im(x)

R
0 "X e(X)
We conclude that
7 1 X’(w)dw_ 1 5% B 1 if0<a< xo
27TZ T X(w) —Qa 27T'l T/ )2 —a 0 lf a € [R\[O’ XO]

Hence, every value a € [0, xo] is reached exactly once by the function x. But
since [xo, 0] is the image of the imaginary half-plane iR, , there exists x € Ry
such that x(iz) = a. Therefore x (which is real on the imaginary axis) decreases
monotonically along the imaginary axis. The real values of x are just the images
of iRy (on the upper half-plane).

This theorem allows us to unambiguously define the refractive index as

n(w) = VEéw). (3.54)
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For z = 4wx(w) we then have
n(z) =v1+z.

We choose the root by limiting the z plane from —1 to —oo

Im(2)

4

Re[n(2)] >0
Im[n(2)] >0

\ Re(2)

-1

Re[n(2)] >0
Im[n(2] <0

-0 <wW<0

In the reduced plane, D = C\{z € R, z < —1} we uniquely define the root by
n(0) = 1. This gives Re(n) > 0 and Im(n) > 0 for Im(z) > 0, Re(n) > 0 and
Im(n) < 0 for Im(z) < 0.

If we choose the path I' in the plane w as in the theorem, we find its image in the
plane z = 4wy (w). The upper circle |w| = R is applied on 0 in the limit R — oo.
The imaginary axis, iR, is applied on the real interval [0, z(0)]. The image of the
upper half-plane Im(w) > 0 is the interior of the path 47T".

From these facts we can draw the following conclusions:
(i) n(w) is analytic for Im(w) > 0.

(i) m(w) is continuous and bounded for Im(w) > 0 and |n(w) —
1] — 0 for |w| — oo uniformly in all the directions for which

Im(w) > 0. -
(iir) n*(w) = n(—w*). (3:55)
(iv) 1< n(0) < oo.
(v) Im[n(w)] >0 for w € Ry and Im [n(w)] < 0 for w <0

Re [n(w)] > 0 for all w with Im(w) > 0.

In the same spirit of (?7), we can derive a dispersion relation for n:
2 * W'm [n(w')]
2w “ Reln(w') —1]
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3.7 Electromagnetic waves in dispersive media

(Jackson, 7.11)

We first consider a homogeneous and isotropic medium with a dynamic dielectric
function (w), with g = 1 and with neither charges nor currents (p =J = 0). We

~

decompose the fields E(x, ) and B(x, ) into modes of frequency w, E(x, w) and
B(x, w) (the Fourier transforms of E and B with respect to time). E and B are
complex but they satisfy the reality condition E*(w) = E(—w) (and similarly for

B).

In the Maxwell equations for E and B the derivatives are replaced by factors —iw,
ie. .
V-E =0 VAE-ZB = 0
¢

A~

V-B =0 V/\B+E5(M)E = 0.
c
As before, these equations lead to the wave equations for E and B:
(A+E)E=(A+k)B=0 (3.58)

with
w2

K = C—2n2(w). (3.59)
Given that € = n?, then k? is also complex. Equations (??) have as solutions the
following plane waves: ) ‘
E(x, w) = Eg(w) e,
with k = (w/c)n(w)k, k € R3, k| = 1 and n(w) = \/e(w) where this square root

is defined as in the previous paragraph:

Re[n(w)] >0 and Im[n(w)] >0 for w>0

Re[n(w)] >0 and Imn(w)] <0 for w<O0.

1 " : ) :
E(x, t) = o /dw Eo(w) ¢i( ¢ Reln(@)lkex—wt) o= ZImin(w)lkx

Since w Im [n(w)] is always positive, the last factor always represents an attenuation
in the direction in which the wave propagates. As in the optics of metals, we
thus obtain an exponentially damped wave that propagates in direction k. The
wavelength that corresponds to a given frequency w is determined by Re [n(w)]
(dispersion). The attenuation is determined by Im [n(w)] (damping). If Re [n(w)]
is an increasing function, the dispersion is said to be “normal”. Accordingly, if
Re [n(w)] is a decreasing function, we speak of “anomalous” dispersion.

Several different velocities play a role in the description of the propagation of
electromagnetic waves in dispersive media.
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Phase velocity

As we have seen, the crest (surface of constant phase) of a wave of the form
E(x, t) = Egexp {i(k - x — wt)} with k = (w/c) n(w)k propagates in the direction

k with the velocity
w c

e Rl Refn(@)]

For a refractive index Re[n(w)] < 1, the phase velocity is greater than ¢ (example:

high frequency plasmas, w > wp, or ck = /w? — w2).

Group velocity v, = dw/0k

We consider w as a function of k = |k|: w = w(k). We study, for simplicity, a scalar
wave (the F; component of the electric field, say). In particular, we consider a
wave packet of the form

¢(x, 1) = Reli(x, 1)]
1

ot) = g [ dkatig

where a(k) is focused around a value kg, i.e. a(k) is different from zero only for
values of k sufficiently close to kq. The energy density is proportional to ¢>. We
define the energy centre, (x(t)), through

_ [ PrxdP(x, t)
[ Brei(x, t)

¢ = 2(Y+¢*) and so ¢* = 22+ (¢*)?+2¢yp*. The first two terms oscillate rapidly
at frequencies close to 2w(kg) (Zitterbewegung, “trembling motion”) whereas the
term |¢|? varies slowly with respect to time. We neglect the first two terms, which
vanish in time averages taken over an interval much longer than the wave’s period
To =~ 27 /w(ko). The oscillating contributions taken away, we are left with:

(x(1))

_ [ drx|y(x, )]

) = T B, OF

To compute the denominator we use

/ dPxx;|p(x, 1) = / BPx Pk Pk z; 8T g (K)a* (K) e @t

~—_——
_ i d ci(k—k')x
deje( )

1
(2m)°
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Integration by parts conduces to

1 3. 337, 1370 Ji(k—K'): i, 0a —i(w—w')t
. — ? X k - (w—w
(x;(t)) (27r)6/d:cd kdK e a*( )zak e +

Ol e ) |/ [t or

The integration over d3x gives the distribution (27)3§(k —k’) and so we find, with
[ & |6 = Ghy [ &k |af?, that:

8k

6 [ &3k a* (k)i dx Hfd%g—gjw
T, =
! [ d3k |a|? [ d3k |a|?

For the speed of propagation of the centre of energy, we obtain

d ow
- t I tad
Six(t) = (=)
<8w> [Pk %|al?
ok’ fal316|a|2 ’
the average of the group velocity, v, defined by v, = %. In the isotropic case,
w=w(lkl|), v, = ki“,:, = |vq| = Z—‘lj or, with W = VUphase K, Ug = Uphase + k%.
The relation w = Re[n(w)] gives
dw 1 c
= = = ) 3.60
T Ak T dk/de  Re(n) FRELTO) (3.60)

For normal dispersion ( [Re(")} >0 ) and Re(n) > 1 that leads to

Vg < Uphase < C-

d[Re(n)]
dw

possible that vy > vppase and, moreover, that v, > c. Large values o

can become negative. In this scenario, it is
f dRe(n)}

For anomalous dispersion,

traduce to a fast variation of w as a function of k. In this case, the oscﬂlatmg
terms in the expression for (x(¢)) cannot be neglected and the center of energy
moves in a very complicated way!

Speed of propagation

Here we show that the true speed of propagation is always < ¢, even if v, and
Uphase Can be greater than c. This is a consequence of the analytic properties of
n(w) (which are themselves a consequence of causality).
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We consider a linearly polarised wave that represents the superposition of plane
waves of direction e = (1,0,0), such that the vector E has non-zero component
only along y, F(x, t) = E(x,t):

E = (07 E(‘/'E7 t)7 O)
E(z, t) =5 / dw A(w) e'kz=wb
Alw) = / dt E(0, t)e™*

We assume that this wave reaches x = 0 at ¢t = 0, and not before, i.e.:
E0,t)=0 for t<0,

hence o
A(w) = / dt E(0, t)e™".
0

We now show that in this case E(z, t) = 0 for t < £, which means that vgigna < ¢).
For simplicity, we assume in our proof that |E(0, t)|, |4 E(0, )| and |%E(O, t)|
are integrable over 0 < t < oo. This is the case if, for example, F(0,t) describes a
pulse of finite duration. Under these considerations, A(w) is analytic for Im(w) > 0,
and bounded and continues for Im(w) > 0. Since the time derivative of E(0, t)
corresponds to a multiplication of A by a factor —iw, the same properties hold for
wA and w?A. Since A and w?A are bounded for Im(w) > 0, there exists a constant
a > 0 such that

a
n(w) is analytic for Im(w) > 0 and so eike=wt) = (= a=iwt) i3 also analytic for
Im(w) > 0.
lei(kmfwt) } efIm(w)(%ft) eflm[w(n(w)fl)}%
Im [w(n(w) —1)] = Im(w)(Re(n) —1) + Re(w)Im(n).

The last term is always non-negative, according to property (v) of (??7). We thus
find
a

[ Afw) eitren] <

exp [—Im(w) (E —t+ (Re[n(w)] — 1)E)] :

c c
For |w| —+ oo, Re[n(w)] — 1. If £ —% > 0 the inequality written below is satisfied
for sufficiently large values of |wl:

a
L+ |w]?

—alm(w)

}A(W) ei(kx—wt)} <
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with a = £ —t + (Re[n(w)] — 1)% > 0. If we substitute the integral

1 [ ,
E(x, t) = 2—/ dw A(w) ekz=wb

T J -0

by the integral along the path I'g,
Im(w)

G

> Re(w)
0
In the limit R — oo, the large circle does not contribute and

1 .
E(xz, t) = — lim dw A(w) ™= for T t>o.
27T R—o0 Tr C
But A(w) e**=<" is analytic in the upper half-plane and so, according to Cauchy’s
theorem, the integral of this function along the path I'g vanishes, which gives

E(z,t)=0 for T t>o.
c

One can show by the same reasoning that for a wave such that E(x, t) = 0 for
|| > L at t <0, E(y, t) = 0 for |y| > L + ct, independently of the specific form
of the dispersion law.

Even if the phase and group velocities can be greater than ¢, an electromagnetic
signal does not propagate at a speed higher than c.

3.8 The optical limit

The wavelength of wvisible light is within the range (4 — 7) x 107° cm. This is,
from a macroscopic viewpoint, a very small length, and the limit A — 0 is often
a good approximation for the propagation of light. In this limit one obtains the
geometrical optics (ray optics), which we derive in this section. The following
considerations are completely equivalent to those that lead to classical mechanics
as a limit of quantum mechanics.

The Eikonal equation

In addition to the wavelength A, we consider a macroscopic distance L along which
the amplitude and polarisation of the wave change in a significant manner. Geo-
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metrical optics is a good approximation if
A< L.

We analyse the case of an isotropic and insulating medium that is overall inhomoge-
neous with respect to the scale L. We neglect the imaginary part of & (absorption).
A quasi-plane wave is an electromagnetic field of the form

E(x,t) = Eg(x,t)e??

Y (3.61)

B(x,t) = Bo(x, t)e?x?
where Eg, Bg, V¢ and 0,¢ vary much more slowly than ¢. For an authentic plane
wave, all those magnitudes are constant: Eq and By are constants; ¢ = k - x — wt

and therefore V¢ = k and 0,0 = w.

L™t = max{@ig, O, aiEOj 82‘BOJ‘ 8]'82‘(25 0,010 }

E()j ’ B()j ’ 82(25 ’ 8t¢ ’

Maxwell’s equations (in the absence of charges and currents) are

1.
V-B = 0 VAE+-B = 0
&

1.
v.-D =0 VAH--D = 0.

C

We insert in the above relations the fields (7?) and neglect all the derivatives of ¢,
1, Eg and B. This leads to

1 .
V(bBO - 0 V¢AEO+_¢BO - 0

c (3.62)
Vé-Ey = 0 V¢ABO—%¢’>EO — 0

We conclude that Ey, V¢ and B form an orthogonal system in the trigonometric
sense. From (77?) we obtain —Bjy = ; (Vo A Eg) and so

wm(f.meo) — _FER,,

gb c

_VHA(VOAE,) = %éon,
Eo (Vo) = 5 4By

where

(Vo) = Z—f ¢’ (3.63)
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(7?) is the eikonal equation (¢ is the eikonal of geometrical optics).

In most applications, € and p are time-independent. In this case, the wave has a
constant frequency,
o(x, t) = x(x) — wt.
With n? = e, the eikonal equation leads then to
n?(w)w?
2

(Vx)? = (3.64)

This is the core equation of geometrical optics. The surfaces defined by x(x) =
constant are the constant-phase surfaces or wavefronts.

Light rays

The time averages of the electric and magnetic energy densities are

€
= —Eq Ej
{ue) 167 0 0
(Um) L By - B;
Uym) = - Bg.
167 070

With (??) one finds [by using B - (Vx A Eg) = Eq - (B§ A V)]

_clw

{ue) = 167p

For the time average of the Poynting vector we obtain

Eq - (ByAVY) = (un). (3.65)

¢ *
<S> = %Re [EQ VAN BO]

2

c
= E Ef
87r,uwRe[ o A (VXA 0)]

62

= E, - E;
87mw( 0 O)VX

2¢2

= 5 <ue> VX

n-w

or, with (u) = (ue) + (Um) = 2(ue),

But from the eikonal equation (?7?)

(3.66)



Ruth Durrer Electrodynamique Chap. 3 91

is a unit vector and
(S) = Vphase (u)S (3.67)

where vppase = © is the phase velocity in the medium. The time average of the
Poynting vector has the same direction as s and its amplitude is the average energy
density multiplied by the phase velocity.

The rays of light are integral curves of the vectorial field §; they are therefore
trajectories orthogonal to the surfaces y = constant. These integral curves satisfy
the equation

dx
ds
Since (dx/ds)® = 8% = 1, s is the arclength parameter. We can derive, from (?7)

and (?7?), a differential equation for x(s) containing only n(x), the refractive index
determined by the properties of the medium:

d {H‘H = 0 o (x(9)] =S4 g, =

= S(X(S)) or newdx Vx (X(S)) (3.68)

¢ ds

ds w ds T wds
_ (e/w)? _ (¢/w)? o 1o
= Oix - 0;0;x = 5 0; [Vx]" = 2n8]n =
= @»n.
We have then found the following equation for the rays:
d | dx(s)|
o {n 7 } = Vn. (3.69)

Fermat’s principle

Fermat’s principle states that the light that arrives at point P, coming from point
P, takes the path along which the integral

/ " ds (3.70)

Py

attains its minimum value as compared to the values it would have along neigh-
bouring paths with the same ending points. Let us consider a path v neighbour of
the path R taken by light:
Since (w/c) n$ = Vx, VA(nS) = (¢/w)VA(Vx) = 0. So we have [, VA(n§) da = 0.
But, after Stokes’ theorem,

/V/\(né)da:/né-dl—/nds:o.
A 0 R
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With ’f,y ns - dl’ < f,y n dl we then obtain

/nds /ndl

In the exercises you will show that (??) is nothing but the Euler-Lagrange equation
for the Lagrangian given by (?7?)

Hamiltonian formulation

We now show that the eikonal equation, (Vx)? = n?w?/c?, can be interpreted as a
Hamilton-Jacobi equation with S* = y—wt. (See the analytical mechanics course.)

This means that the function

H(k,x) =
where k = Vx is a Hamilton function and H is determined by the solution of
= n*w?/c? (3.71)

for the variable w.

We want to show that the eikonal equation implies the canonical equations for
(k,x). With this in mind, we first consider a focused (tenuously-varying) wave
group with wave vector k. For the wave’s centre of energy, x(t), the vector x(t) is

the group velocity,
ow OH

X(t) = — = —; 3.72
(®) ok 0k ( )
which constitutes the first canonical equation. To arrive at the second canonical
equation we use the fact that k = Vy and so

d 0y Py OH

j=—0ix=o—i' = 2. 3.73
T AN T Swior” T dxiox ok, (3.73)
We still need to prove that 85;5“362. gﬁ = gﬂg To arrive at this result, we proceed
to differentiate eq. (??) with respect to k; and 2. This gives
’ 10 0H
2k7 = 2 3.74
2 0w (n (W) ) ok; ( )
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2nw?*on 1 9 , , o OH

Here we have used the fact that (k,x) are independent variables and w = H (k, x).
We now differentiate the eikonal equation with respect to z7. (Note that in the
eikonal equation w is just a parameter and x and n are not functions of x.):

ox *x _ 2nw® On
Oxd 0xidxs 2 Oxd

With eq. (?7?) this gives

ox *x 190 ,, | ., 0H
B0 BritnT — g @) 55

Substituting % by k; we find, with (?7?), that

10, , o, OH & 10 ,, . 0H
c2 Ow (n (W) ) Ok; Oxt Oz 2 ow (n (W) ) oxi

Under the hypothesis that W # 0, this implies

9°x 0H  0H

Oridzi Ok;  Oxd’

which is precisely what we wanted to show. With (??) we thus arrive at the second
canonical equation,

OH
oxd

For x(t) and k(¢) we then have the canonical equations

ki = (3.76)

. oH . 0H
g 2t L
Pk T o

Exercise: By using (??) and (?7?) one can re-derive equation (??) of light rays.



Chapter 4

Emission of electromagnetic waves

So far we have studied the propagation of electromagnetic waves without being
concerned about how they are originated. However, there is something we already
know from Maxwell’s equations: the electromagnetic fields are produced by charges
and currents. How the electromagnetic waves are created by charges and currents
that vary in time is precisely the subject of this chapter.

4.1 Wave zone, multipole expansion

In the Lorentz gauge (0, A" = 0), Maxwell’s equations (with y = ¢ = 1) take the
form [(?7) and (?7)]:

4
O¢ = 4mp and DA:—WJ,
c

with the retarded solution (see chap. I)
T T
¢(X, t) :/p(xv t |X X|/C)d3$‘/ (41)

[x — x|
and Ny )
A(x, t):—/ B, b= Ix = XV/e) g (4.2)
c |x — x/|

These expressions represent retarded potentials, which are the unique solutions of
equations (??) and (??) and satisfy the condition that

o(x,t) =0, A(x,t)=0 if
p(x,t) =0, Jx,t)=0 Vx €R® with |x—x|<c(t—t) andt <t.

Consider a finite region of size d that contains charges and currents. Let us deter-
mine the energy emitted by this region (which we will call the source) at a large
distance:

94



Ruth Durrer Electrodynamique Chap. 4 95

Sourc X

We place the origin of the coordinate system at a point of the source. Since
|x| > |x/|, we can perform the expansion (n = x/|x|, r = |x])

x—x|=r—n-x'+0 (x*/r). (4.3)

The dominant terms in (??) and (?7?) decrease as 1/r. In order to get them, we
can replace the denominator with 1/r. For the retarded time we use eq. (77):

|x — x| n-x

bret =1 —

=t— g 1 + 0 (x*?/rc). (4.4)

C C

The last term, O(x?/rc), is negligible only if the temporal variation of p and J
during the interval d?/rc is small (d is the diameter of the surface). In the case of
harmonic oscillations (~ e™*), this translates into the condition

d? 1

R << —.

rc o w
In the general case, w represents a typical frequency of the source. The wave zone
is defined by the conditions

d*w

r>d and r>—. (4.5)
c

Within the wave zone we can then approximate the electromagnetic potentials by

P(x, 1) %/p <x’, t— E + 2 .CX/) d>x’ (4.6)

12

1 ¢
A(x, t) — [ J <x’, po X ) >z’ (4.7)
rc c c

12

Let us now compute the contributions O(1/r) of the electromagnetic field, keeping
in mind that in the limit » — oo the higher order terms do not contribute to the
energy emission in the cone of given aperture angle AQ:

- x! 1
—Vo(x, t):%/p(xl7t_£+ncx)d3x,+0<r_2).

The continuity equation gives [t' =¢ —r/c+n-x'/c|

<!
p(le t,) = _V, ' J(le t,)|t' - _V, J (X,’ t— E + == )

1.
—n-J, ),
o I Al

t
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where (...)|y implies that the derivative is taken at ¢ constant. Gauss’s theorem

gives
. /
/v’-J(x’,t—f+u)d3 ':/ J-n'dQ=0.
C C

Neglecting terms of order 1/r% we obtain

1 . - x/
—Vo(x, t) = —2n/n -J <X', gL ) 2’ (4.8)
re c c
and . ) )
——Ax, t)=—— [J (X’,t—f—i-n‘x)d%’.
c re ¢ ¢

Which leads finally to

Bxf) = ~Vo— A= L [n- <n./3(x', ) d%) - (n-n)/J<x', ) d%]

rc2

1 . - x/
— —ZHA[n/\/J<x’,t—C+n X)d?’x’}, (4.9)
re c c

where the relation a A (b A c) = b(a-c) — c(a-b) has been used. For B, one
concludes from B = V A A that:

1 . x!
B(x, t):——n/\/J <X’, t—£+ncx)d3x'+(’)(1/r2),

rc?
and so
B = —lnAA
¢ ‘ (4.10)
E = BAn=:inA(nAA)
and . )
Ax, t)=— [J (x', -y X ) &z, (4.11)
re c c

We see then that a current J that is time-independent does not emit electromag-
netic waves!

First, let us consider the monochromatic case (harmonic oscillation):

J(x,t) = Re[J(x)e ™|
Jk) = /J(x)eik'xd?’:c.

We have

—iw(t—r/c) _

J(k)]

rc

1 A ,
A(X, t) = —Re J(X’)e—lw(t—r/c-i—n-x /C)dgl'/ — Re e
rc
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with k = (w/c)n. This gives A(x, t) = Re [e(k)e'®* "] with e(k) = J(k)/re
and so

1 . ) .
B=—-—-nAA=Re [En A e(k)e’(k"‘_w’f)} , E=BAn.
C &

The time average of the Poynting vector is

o o (w\? 9
(S) = —(EAB) =n (2) [n A ek (4.12)
To arrive at this result we have used the fact that (EAB) = (BAn)AB) = n(B?)
and for A(t) = Re[Ae™!], (A(t)?) = |A|]%

The average energy emitted per unit time within the solid angle d) in direction n
is
dP
m(n)

= ((S) -m)r? = In A J(K)|2w?.

8w

Multipole expansion

(Jackson, §§9.2 and 9.3)

We assume here that eq. (??) holds as well as the condition
A>d =T =\Nc>d/c. (4.13)

Under these circumstances, the temporal variation of p and J is again small in
the interval d/c that takes to light to cross the source. This means that in the
interior of the source, the retardation is a small effect. One can then perform the
expansion

/

, ron-x"\ ;T n-x ./, T 5 o
J<x,t—z+ - )-J(x,t C)+ - J(x,t C>+O(d/)\). (4.14)

The first term leads to the following contribution to A [see eq. (?7)]: (Given that
the source is confined, the surface terms vanish and [2,(V-J) = — [(Vz,) - J =

— ' Je)
1 J (x', t— %) &z’ = L x’ [V' -J (x', t— g)} >z’

rc rc

1
= — [ xXp (x’, t— C) >z
re c

1.
- (D)
rc C
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where P(t) = [xp(x, t)d®z is the dipole moment of the charge distribution p.
The second term of (?77) gives to the component A; the following contribution:

1 . 1 . . . .
Em/x’ﬂj Pz = Tz [/(I}J] + 2 ) d’x + /(az}Jj — SL’;Jg)d:SJ?/}

1 . 1

= ﬁ[@j’ﬂ@ + E/:ngng (415)

1 . .
[t = 2—0/ [SL’ZJJ- (x', t— g) — 2 J, (X’, t— E)} &z’
Iy = /p (X’, t— C) rprid’y’ = — / (V' J) zpasd®a’
c

- /J O () dPx = /(ng;—l—ijz)dgx

We have then found (forgetting the higher order terms)

1 . T ]_ . T ]_ . r
Aj(X, t) = EPJ (t — —) + E,ugj ( )ng + o 2]@ (t - E) Ty. (416)

C

with

If we define the magnetic dipole as

1

e (xAJ)d*x

u=

the dipole contributions [the first two terms of(?7?)] give

. 1. 1
Adlpole —_P (t _ C) ——nA IJ’ (t — C) . (417)
re c re c

In the quadrupole contribution, fgj, we can remove the trace because it ends up
being a term parallel to n in A, and so it does not contribute to the fields E and

B (see 7?7). We make
1
Quj = 1oy — g%‘fmm-

The quadrupole term then gives

uadrupole 1 9 r = 1 o
Agadrupole (x4) — —QTCQsz (t - E) =573 (Qn)m (4.18)

This contribution is in general lower with respect to the electric dipole by a factor
~ dw/c =~ d/\. Denoting with Qn the vector whose components are Q,,,ns, we
find for the fields [see eqs. (?77)]:

. 1 1
B=-innA = 2[P/\n+(u/\n)/\n+—Qn/\n}
e (4.19)

E=BAn = 7“12 {(P/\n)/\n—i—(n/\u)—i——(Qn/\ ) }
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The moments P, p and Q must be evaluated at the retarded time ¢t — r/c. The
magnetic dipole radiation is obtained from the electric dipole radiation by replacing
E with —B, B with E and P with p.

Emitted power

As before, the Poynting vector is (E=B An, B=nAE)
c

S:47r

EAB = —|E’n= —|B[’n;
47 4

and so the emitted power (= energy per unit time) per unit solid angle in a given
direction n is

dP 9 1 9
—=(S- = )T 4.2
= =] (4.20)
where [...] corresponds to the terms in brackets in (??). If the electric dipole
dominates, we have
dP 1 . 1 .
— =—|P 2= ———|P|*sin*9 4.21
(), 4y~ TN = gralPPonto e

where ¥ is the angle between P and n. After integrating over the angles dQ) =
sin ¥dddp, we obtain the total power (energy emitted per unit time)

2
Pa. aip. = @|P| . (4.22)
Similarly, one finds for the magnetic dipole
2 .
Pmagn. dip. — @“ﬂ . (423)

A simple calculation leads to the following result for the electric quadrupole radi-
ation (see exercise):

dP 1 P P cee ces
<d_Q)el_ quad. B m [QMQk‘m TN — QMQSm nsngnknm] :

and, integrating over the angles,

1
20

1

sl QP (4.24)

QM@ME

Pel. quad. —

If one integrates (?77?) over the angles, all the mixed terms disappear and one obtains
the sum of (??), (?7) and (?7):

2 - 2
P:—P2 _..2
B+ il +

1

sl QL (4.25)
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4.2 Dipole fields

(See Jackson 9.2,9.3)

Let us consider a small source of diameter d; we assume that
r>d et A>d (4.26)

without making any hypothesis on the relation between A and r as in (?7) and
(??). The second among conditions (?7) coincides with (??) and therefore we can
expand the retardation in the source as

, |x — x/| , r n-x , r n-x ./, r
plx, t—— ) =pl|x,t—+ %p(x,t——)Jr p<x,t——).
c c c c c c

To first order in d/r and d/\ ~ (d/c)0;, we obtain for the integrand of (?7?):

/ t_ _ o~ 1 .x! -x!
x — x| r c r c rc c
(4.27)

The second term of (?77) is new. It does not contribute to the emission of radiation.
At large distances this and the third term are smaller than the first one by a factor
of d/r and of d/\, respectively.

If () is the total charge and P is, as before, the dipole moment, we find the following
for the scalar potential [with (??) and (?7)]

¢(x,t):g+r—12n-P<t—£)+in-P<t—t>. (4.28)

rc c

Curves r2(E?(x)) = cst represented in the (x, y) plane for an electric dipole oriented in
the y direction.
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The vector potential is obtained by replacing in (??) p with —J/c and by using
(77)

A(X,t):iP(t—f)—T—lzn/\u(t—g)—in/\p(t—f>. (4.29)

rc C rc C

(The same tricks that led to (??) have been applied to obtain (?77)).

We now compute the fields E and B in the case where () = 0 and p is negligible.
Such a configuration is called a Hertzian dipole. Defining the Hertz vector,

1
Z--P (t - f) (4.30)
r c
we find, for a Hertzian dipole,
1.
o(x,t)=—-V-Z and A(x,t)=-Z. (4.31)
c

One can now determine the fields B=V A A and E = -V¢ — %A After a brief
calculation one finds:

B - —n/\<%l5 LP)
E — %[(P-n)n—f’]Jr%[i%(Pm)n—P +%[3(P-n)n—P](4.32)

For all P, P and P must be evaluated at the retarded time ¢ — r/c. The last
term is the field of a static electric dipole that you know from electrostatics. If we

consider a harmonic time dependence (~ ¢*?), we have

1. w 1
-Pl =~ —|P|~ —|P|.
P\~ S|~ (P

The three terms of the electric field (?7?) are then the quotients
111
rAZ o2\

In the near zone, r < A, the last term dominates and |B| < |E|: this is the field of
an static dipole. In the induction zone, r ~ A, B is of the same order of magnitude
as E. In this zone B is generated by the displacement current E. In the wave zone,
r > A, the terms of order 1/r of the previous paragraph dominate (see figure).

4.3 The field of a moving point charge

(See Jackson Chap. 14)
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Here we determine the field of a moving point charge. The result is important
for particle accelerators and astrophysics (synchrotron radiation). We consider a
point charge e that travels along the path z(t). The charge and current densities
are given by

plx. 1) = ed® (x - z(t))

(4.33)
J(x,,t) = ez(t)6® (x — z(t))

Since its sources are distributions, the potentials (??) and (?7?) are also distribu-
tions and one can prove mathematically and rigorously that the convolutions (77?)
and (?77?) exist. The following is a formal calculation.

(b(x’ t) _ 6/ 5(t - |X_X/|/C_ tl)5(3) (X/ _ Z(t/)) B d’

x — x|
o [t x—z)l/c—1t) .,
/ — dt', (4.34)
and similarly
A(x, t) = Z/%a (t— |x —2(t)|/c — t') dt" (4.35)

The function f(t') = t' + |x — z(t')|/c — t has just one zero, t,e(X,t), a fact that
follows from the figure below:

(x, 1)

c(t — trey) = |Xx — z(trer)| So
(z(t), 1) z(t) intersects the light cone
of (x,t) only once. Oth-
erwise the particle would

(Z(trer)s tret) E‘avel at a speed larger than

> X

Using the relation (see math. methods II)

~g(yo)
/g@wuwnw—wﬁwﬂ

for a function with a unique zero yo. When |z| < ¢, the derivative

Zret : (X — Zret)

C|X — Zyes|

f/(t/)|t/:tret = 1 -

> 0,
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and the function f is then monotone, which proves mathematically that it has only
one zero. For the potentials we thus obtain

e 1
o(x, 1) = X — Zret| 1 — %’
and so
oet) = oy ‘_l; g ep—— (4.36)
ret ¢ Lret ret
Alx 1) — CZret (4.37)

C|X - Zret| - Zret : (X - Zret) .

Here z,.; designates z(t.;) where t. is implicitly determined by f(t,s) = 0, i.e.
by the equation

1
bret =1 — E|X - Z(tret)|-
(??) and (??) are the Liénard and Wiechert potentials.

One could now compute the fields E and B from (?7) and (?7?), but it is easier to
use the original expressions, (?7) and (??7). We make

Z x — z(t')
= — R: — t/ d =
B=2 R=lx—a()| md n=""7
For f(t') =t —t + R(x, t')/c, we use the fact that |3| < 1, |n| = 1, and so
df
f{:%:l—n/6>0

With these definitions we have

0= [ gy | md e ar. (439)

The right-hand side of (??) depends on x only through R and on t only through

f. Using V = naiR, we then find

E(x,t) = e/{%né(t’jL?—t)+<ﬁR;Cn)5’(t'+§—t)]dt'

B(x, t) = e/(n/\ﬂ) {—%5(t’+§—t)+%5’(t’+§—tﬂdt’.

Using the relations

/ / 1 /
5(t - tret) = 5(t - tret) = ;5(1’- - tret)

1
l—-n-pg
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_dr 4 _dr
fre)’ Cdrjdrf

_ _/5(7)% (%) dr = ‘% (%)

)
- ~[riie (F).... =~ [ ().,

/ §(f(E)g(t)dt = / 5(r)g(( (7))

we find
1 1 d (n—p3
E = S -
e{/ﬁR?njL/icdt’ < KR )Let (4.39)
1 1 d (BAn
B = —0B A —— :
‘ LRQ nt ke dt! < KR )]ret
To evaluate the derivatives with respect to ¢’ we use
%:—Z-n:—cﬂ-n,
and p s .
1 n 1 1
T TR T oRar ﬁ[—[3+n(n-[3)] = A mAB).
This conduces to
n n d 1 1 1 d (3
Ex,t)=e|—+—— | — ANB)——— | —=
(. 1) =e WR2 omdl </<;R) i HQRQM ck dt’ (HR)
~BinmB)
Using
n sn _ n-n(n-g)
kR?2  K2R? K2R2
the sum of the first and third terms can be written more simply as:
n—£8 nd 1 1 d (3
Ext)=e|—+—1—F|— ]| ——— | — ) 4.40
(e, t)=e l 2RE | ondl (/{R) ck dt! </{R)Let (4.40)
Along similar lines, one can find B:
B 1d /B
B(x, t) = — | = ; 4.41
(x, ¢) 6|:<I{2R2+C/{dt' kR An ot ( )
SO

B=nAE. (4.42)
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Writing 3 = d3 /dt’, we have

1d kdR 1 _d
e = g SR B)
~—— —_—

~5Bn RoBle (B +n By
= 0Bt BR = @)+~ (B

= 2~ (n-8)-—(n-f).

The substitution of this result in (?77) gives after a brief calculation:

E(x,t):e[(n—ﬁ)(l_m)] ti{LnA((n—ﬁ)AB)} . (443)

RR?2 | .. ¢ KRR et
The fields E and B are now explicitly determined by (??) and (?77).

The first term of (?7?) is a deformed Coulomb field, a purely kinematic effect.
This field is obtained through the Lorentz transformation of a Coulomb field and
it decreases as 1/R?. The second term, which contains a factor B, is new. It
decreases as 1/R and its contribution to the Poynting vector gives the emission
(which decreases as 1/R? and so (S - n)R? remains finite for R — oo). The
contribution to S - n that dominates at a very large distance from the particle is
then

2
e ERR - } ( ' ) }2
. = —|E = | = — . 4.44
(S-n)R 47T| I“R - LG nAl(n—8B)AB N (4.44)
The vector inside | ...| indicates the direction of the field E (at large distance).

We consider first the small velocity limit, |3] < 1. We then have n — 8 ~ n and
k ~ 1. For the emitted power in a solid angle df2, we obtain

ap 2 _ e? 3)|2
o - (S'n)R _4—71'C|n/\(n/\ﬁ)|

2

_ & o2
= 30 sin 9 (18] < 1). (4.45)

The total power is then the integral of (??) over the angles d€) = sin ¥dddy,

B 2¢2

p—
3c3

v|?. (4.46)
This is the Larmor formula.

For the discussion of the general case (v < ¢), one should observe that (?7) gives
the energy flow per unit time in the direction n. This radiation was emitted at
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time ¢,y = t — R(twet)/c. If we consider the radiation emitted during the time
interval T <ty < 15, we obtain for the energy received by the observer

To+R(T2)/c Ty dt
W= (S 1) Rt — / s m R g

Ti+R(T1)/c T dtret

The angular power emitted is then

dP dt
7N tre = : 2 ;
7y (ret) = (S -m)R ai
with t = te + R(tret)/c, We obtain
dt
pu— ]_ _— . p—
dtret /6 " "

and using (?7) we arrive at the expression

ap e 1
dQ  4rc(l—n-p

2

E ’n/\((n—ﬁ)/\@)

(4.47)

It is possible (but a bit annoying) to integrate this relation over the direction, an
operation that conduces to the result

2¢? . .
P o= A |18 - (81 B

v o= 1 (4.48)

V1-3
This is the relativistic Larmor formula. 1t is this effect that produces the enormous
losses present in accelerators at CERN, for example.

The simplest example that one could consider is the rectilinear motion in which ﬁ
is parallel to 8. In this scenario, cos? = B-n is constant and 8A B = 0. Equation
(??7) then gives
aP e 2 sin? )
aQ~ dr3 (1 —1B8|cosv)>
Because of the power 5 at the denominator, the radiation is highly focused in the
forward direction for |3] close to 1.

(4.49)
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The angle for which the radiation maximizes is given by (8 = |3])

1 1

coSVmax = | — (\/1+ 1562 — 1) Vmax &~ —  for [ — 1.
36 2y

For small angles, ¥ < 1, one obtains for § — 1:

— = —. 4.50
o~ 7 o 0
For the power, the integral of (?7) gives
2¢% 5 6 . .
P = @|V| 7" (rectilinear motion). (4.51)

As a second example, we consider a particle
in circular motion, i.e. with 8 L 8. Let 3
be parallel to the axis z and 6 parallel to x
as shown on the right.

Equation (??) gives (after a trigonometric
exercise)

X
2 L2 2
apr _ e 2 1 __sin"dcosTp . (4.52)
dQ  Arnc® ' (1 — Beosd)? v2(1 — B cos))?

For g — 1, we obtain once again radiation focused around the forward direction
(see figure). For small angles, ¥ < 1, and high speeds, § &~ 1, we obtain

dP 2 2 6 4 2192 2
O TP e (1 (4.53)
dQY w3 (1 4+ ~2092)3 (1 4+ ~292)2
For the total power eq. (?77) gives
2¢% o 4 . .
P = @|V| 7" (circular motion). (4.54)

For circular motion of radius p and of angular frequency w, one has |v| = v?/p = vw
and so 02 02
e’ c e

P="=p% = —uwf" 4.55

3 p26 V=W Ay (4.55)

The factor v* leads the huge synchrotron losses.

Numerical example: For the LEP at CERN, p &~ 5 km. The final energy of an
electron was about

Eq
Eq. ~ 100 GeV = yppp = — =~ 2 x 10°.
mc

~—~
0.5 MeV
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Therefore v ~ ¢ ~ 3x10'° cm/s and 8 & 1. The frequency is w = v/p &~ 6x10* s71.
The electron charge can be expressed as €2 = mr.c? ~ 0.5 MeV x 2.8 x 10713 cm,

which gives
2

9
2 A3 %1072 MeV s.
3c

For the total power (?77) then gives
P = 3x107* MeV s x (6x10*s71)? x (2 x 10°)* ~ 2 x 10" MeV /s
~ 3x107%J/s per electron!

(1 J = 6.242 x 10" MeV.) Since v = E/mc?, for a fixed energy, the losses are
less important if the accelerated particle is heavier. This is why the particles that
are accelerated in the new machine, the LHC (that reaches energies of 7TeV), are
protons (m,c® ~ 938MeV) and not electrons. With this, v,pc ~ 7.5 x 10% is
around 27 times smaller than v;zp and the losses are reduced by a factor 5 x 10°
per particle.

4.4 Cherenkov radiation

(Jackson §13.5)

A free particle in vacuum (non accelerated) does not radiate (8 = 0). However,
a particle of constant velocity inside a medium does radiate if its speed is higher
than the speed of light in that medium. This form of radiation was discovered by
Cherenkov in 1934 and was explained theoretically by Frank and Tamm in 1937.
(In 1958, these three physicists obtained the Nobel prize for these works,) The
Cherenkov radiation is of practical importance, particularly for the identification
and counting of elementary particles of high energy (Cherenkov detector).

Here we restrict ourselves to the elementary aspects of the theory of Frank and
Tamm (for an extensive discussion, see Jackson). We consider an homogeneous and
isotropic medium with p = 1. We neglect the dispersion, e(w) = ¢ = constant.
Consider a small source in rectilinear motion at constant speed v in the direction
x. The charge and current densities are:

px, 1) = po(x —vt)
Jx,t) = px—vt)v, v=(v,0,0).

Maxwell equations become

1
c

47

(4.56)
47 €
V-E = —p, VAB=—J+ -E.
€ c c
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With B=V A A and E = -V¢ — LA, we obtain from (??)

47

4 . .
Tp oot AA—SA-V(V-A+d)=—-"J.
C C C

1 .
Ap+-V-A=-—"
C £

We use the “Lorentz gauge”, V- A + %gf) = 0, which gives
€ A7 € A

The phase velocity is then ¢/n = ¢/1/e where n is the index of refraction. Since the
sources are function of the variables x — vt, y and z, we propose the same Ansatz

for ¢ and A:
o, A~ f(x—ut,y, z).
The derivatives with respect to time are 9;f = —v0,f and 92 f = v?0%f. With
Jy = J, = 0, we obtain
2,2
<A L0 ag) A,.=0.

c2

Looking for solutions that decrease at infinity, |A(x)| e 0, we make A, = A, =
0. For A, and ¢ we have

n?v? 47
[(1— > )8§+8§+a§] Ay = ——pv (4.58)

n?v?\ o 9 o 4m
[(1— > )8x+8y+6z}¢ = P (4.59)
The Lorentz condition, 0, A, — ”;varqﬁ = 0 and (?7?) are satisfied with (??) and

2
n
A, = L. (4.60)
c
Equation (??) remains. With 1= nv/c = v/Uppase, We write it as

(1= + 02+ 02] = ——3p (4.61)

For § < 1, this is an elliptic equation. Its solution is a Coulomb potential con-
tracted in the direction z. At § = 1, the nature of the equation changes and it
becomes hyperbolic for g > 1. This last case is the one we want to examine.

Let 8 > 1. When making the variable transformation v — 7 = (—x+vt)/\/8? — 1;
0, = —1/(v/B% — 1)0;, the equation (??) becomes

4
(02 +02 = 026 = ——po (—V/F =Ly, 2). (4.62)
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This is the two-dimensional wave equation. In the mathematical complements, we
have determined its retarded Green function which satisfies (92 4+ 92 — 92)G = 0
and G =0 for 7 < 0:

1

Gly, 2, 7) = { /7

for 72 > y* + 2% 7> 0

0 otherwise.
For po(x) = ed(x), we have

o (VL) = s (/B 1) d(w)a(e)

4rre
= —————3(7)0(y)d(2).
pear e UGULE

If we convolve with G, this gives

4re
S
n?y/p%—1
that is to say
2e 1
n?/(z = vt)? — (52 = D)(y? + 22)
oz, y, 2, 1) = if (x—vt)? > (2 - 1)(y*+2)  (4.63)
0 otherwise,
A, = nfe, A,=0, A,=0. (4.64)

We then obtain a discontinuity surface where ¢ diverges. It forms a cone, the Mach
cone, with an aperture angle tana = 1/4/42 — 1

c/n Vv

, 1 ¢/n  phase velocity of the waves
sina = — = — = _
6] v speed of the particle

As for supersonic motion, « is called the Mach angle. In the exterior of a Mach cone
the fields vanish and on the cone they diverge. This is not a physical singularity.
It disappears if one takes into account the dispersion. In vacuum, this last remark
does not apply. (A further indication that v cannot be greater than c!)



Chapter 5

Scattering of electromagnetic
waves

If an electromagnetic wave enters a medium, the charges in the medium are accel-
erated by the field of the wave. This acceleration creates new waves, the scattered
waves. This process is at the origin of the redness of the sunset and the blueness
of the sky, for example.

5.1 Thomson scattering

(Jackson §14.7)

If a plane wave reaches a free point charge, the latter is accelerated. The particle
then absorbs part of the energy of the incident wave and emits a new wave. We
want to compute the cross section of this process:

do (emitted energy)/(timexangle)

o(n) = (5.1)

(incident energy)/(timexarea)
is the differential cross section in the direction n.
do
= | —df?
? / a0

is the total cross section. Its dimension is cm?. We now consider a plane wave

scattered by a non-relativistic particle of mass m and charge e. The electric field
of the incident plane wave (in complex representation) is given by

E(x, t) = Eyee'k*)

111



112 Section 5.1

where |Fy| is the amplitude, € is the polarisation vector and w is the angular
frequency. Let z(t) be the position of the particle at time ¢. We have

mZ(t) = €E<Z, t) — eEoeei(k'z(t)*Wt).

(We have assumed that v < ¢ and so we can neglect the Lorentz force, <vAB.) In
order to compute the energy emitted per unit time using the Larmor formula (?7),
fl—g = 4;263 v2sin® 1, we need the time average (v?). Under the hypothesis that the
particle does not move too much during a period as compared to the wave length

(which is equivalent to the condition v < ¢), we obtain

1 e\?2
.QIR..zz_EQ(_)
(V) = {[Re(@)") = 5| Eol” {
Using the Larmor formula this gives
dP c e \?
i - E 2( = 2
dQ (n) 8w o (ch) sin” 0

where v is the angle between the direction of observation n and the direction of
acceleration Z = V. The flux of incident energy (energy per unit time and unit area)

for a plane wave is the average amplitude of the Poynting vector, |S| = &|Ep|*.
This gives

do 2 \* .,

m(n) = (@) Sin 19, (52)

~

which is the Thomson cross section. For a wave coming from direction z (k = e,)
and with a polarisation € in the (z, y) plane that forms an angle ¢ with the x axis,
we have (see figure) n = (sin 6 cos ¢, sin #sin ¢, cosf), € = (cos, sizn ¥, 0), and so

cosy = n-e€
= sinf(cos @ cost) + sin @ sin )
= sinfcos(p — )
cos?’? = sin?fcos?(p — ).

For unpolarised incident radiation, we can average (integrate) over ¢ by using the
identity - fo% cos?(p — ¥)dy = L. We obtain

do e \? 1.5 2 \*1 9
where 6 is now the angle between n and k, i.e. between the direction of the incident
wave and the direction of the scattered wave. The total Thomson scattering cross



Ruth Durrer Electrodynamique Chap. 5 113

section is

2 2
or = / 99 40 = ?ﬂ (e_) = 0.665 x 107%*cm? = 0.665 barn  for an electron.

mc?
(5.4)
The magnitude r, = me—; = 2.82x 10713 cm is called the “classical electron radius”.
In quantum electrodynamics one can show that the equation (?7) is valid only at
low frequencies, hw < mc?.

5.2 Elastic and inelastic scattering by quasi-free
charges

We study here in a more general way an incident wave on a system of quasi-free
charges {e;} located at positions {x;}. As a concrete example, one can think of
the scattering of X rays by the electrons in a solid. The energy of a photon in the
X ray is much higher than the binding energy of the electrons in the solid, which
is why the latter can be considered as free. As in the previous section, the incident
wave is given by

E(x, t) = Eyee'k>x=t),

According to (?7), the radiation of the sources {e;} is (v; < ¢)

Ey(x, ) = %Z;—J mamag)| (5.5)

ret
j J

The acceleration is given by

. 1
,6] = ZVJ = RE 0€e ikex;— Wt) (56)
j
This leads to
e 1
Ei(x,t) = Eg[n A (nAe€)] Z mJCZ R, explik - X; — Wty et (5.7)
j

J
with ¢, =1 — %. With enough precision (|x;| < [x|), we have

Rj = |x—xj|=~ x| -n-x;

X

n = -, r=|x|. ’ R
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We then obtain

eiiw(tfg) 62» .
E,(x,t) = Eg[n A (n A €)] » Lemiax (5.8)

2
T m;cC

J

where q = (w/c)n — k. As in the previous paragraph, we find for the cross section

2
d_O' _ T'Q‘ES‘Q _ Zie—iq-xj-
dQ) ‘E()P 7 mj02

where ¥ is the angle between n and e. This equation is valid only if the electrons
are quasi free, i.e. if the frequency of the incident wave is much higher than the
frequencies of the atomic transitions. To use (??), we yet have to take the average
of the positions x;.

2
sin v, (5.9)

Coherent and incoherent scattering

We discuss here the equation (??7). The considerations to follow are also relevant
for other situations beyond ours, and they can be applied to any scattering process,
in particular to the scattering of a beam of particles, because matter particles also
possess a wave-like nature. The cross section (?7) depends markedly on |q|. Let
a = (|x;|) be the dimension of the system of particles. The cross section will be very
different for ga < 1 and ga > 1. Defining the scattering angle 0, cos = (k-n)/k,
and use w/c = k we obtain

2
¢ = (gn — k) = 2k2(1 —cosf) = 4k? sin? g
c

0
= 2ksin —.
q sin

If ka < 1, ga < 1 for every angle #. In the opposite case in which ka > 1, qa is
small (gqa < 1) only if § < 0. = 1/ka and ga > 1 for large angles.

For gqa < 1, all the exponentials e~*9%i are very close to 1 and (??) gives

2
sin? . (5.10)

2
J
2
— m;c
PR

do
)

e

qakl
For an atom with Z electrons, this leads to

d 2\?
i N (6—2) sin? 9. (5.11)
gak1 mce

dQ
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The Z electrons behave in a coherent manner, as a particle of radius R = Zr, =
Ze? [(mc?). The cross section is Z? times the cross section of a single electron!

In the opposite limit, ga > 1, the exponentials in (?7?) oscillate rapidly and have
very different phases. The mixed terms vanish and only the diagonal terms con-

tribute to the summation. Thus,
ez \2
~y <—J> sin? 1. (5.12)
J

For Z identical particles of mass m and change e, instead of (??), this leads to

do
ds?

qa>1

do
ds?

62 2
~ 7 (—2) sin? 1. (5.13)
qa>1 mc

In this case, the contributions of the particles superpose in an incoherent way. In
quantum mechanics, one calculates (Thomas-Fermi model) a ~ 1.4aoZ '/ where
ag = h%/(me?) = r./a? ~ 5.3 x 10 %m is the Bohr radius of the hydrogen atom
and o = e%/(hic) ~ 1/137 is the fine structure constant.

We now consider in more detail the situation of identical particles, e; = e and
m; = m Vj. The charges considered can be the electrons of an atom of total
charge Z, for example. In this case, (??7) reduces to

do 2 \*

m = <@) sin”
We take the statistical average of the last factor. Let W(xy, ..., xz) be the dis-
tribution of the probability of presence of the electrons. We define the form factor

o) - | Z

We have therefore

A 2

j=1

(5.14)

2

W(xy, ..., xz)d*z. (5.15)

do do
— == F2%(q). 1
dQ (dQ ) Thomson <q> <5 6)

From (?7), one has (W is a probability, so [ W(xy, ..., xz)d*z = 1)
F2(0) = 72 (5.17)

We split (?7?) into the diagonal and non-diagonal terms:

Z
Jj=1

2
)

j#m
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Therefore
F*(q) =7+ Z /eiq'(fom)W(xl, o Xg)d .
j#m

We call

Wi (X, X;) ::/W(xl, oxz) [ P (5.18)

k#j,m

the distribution of probability of presence of the electrons m and j. We define
additionally P(q) through

Z(Z —-1)P(q) = Z/eiq'(xfx”)ij(Xm, X))z d® ;. (5.19)

i#m

One then has
F2(q) = Z + Z(Z —1)P(q).

Evidently P(0) = 1, which agrees with (?7).
The integral in (??) is proportional to the Fourier transform of W,,,;(x,,, x;) at the
position (q, —q) € R®. The Riemann-Lebesgue Lemma tells us that the Fourier

—

transform of a continuous function decreases to 0 at infinity: W,,; € L*°, so

—~

lim|g|— 00 Winj(d, —q) = 0. It follows that

lim P(q) = 0

la|—o0

lim F?(q) = Z.

lq|—o0
For large values of the momentum, the cross section is then constant and its value
is Z times the cross section of a single particle. This is known as the “deeply
inelastic” regime.

The comparison between the elastic and the total cross sections allows to determine
the number of particles in the scattering target,

do
Q2 lga<k1

Z - d_Ui . (520)
dQ lga>>1

This is why the measurements of the cross section of nucleons were interpreted as
evidence of the composition of the nucleon by three “partons” (quarks).

This means that with scattering experiments one can study the structure of an
object. Using the fact that Z = F?(0)/F?(c0) one can in principle determine
whether an object is composed or not. For this, one needs waves with a wave
number k > 1/a, if a is the dimension of the object (i.e., for the study of an object
of size a, “photons” of energy E = hw = hkc > hc/a are required.)
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Elastic scattering

The elastic part of the scattered wave is the one with the same frequency w as the
incident wave. The incident wave depends on time as e™!. The scattered wave
depends additionally on the factor » i e~%a%i which depends on time through the
positions x;. This is why it contains some other frequencies apart from w. We
obtain the part of the field with frequency w by taking the time average of the
factor ). e~"4*. With (??) we obtain

do do
(d_Q)elast. a <d_Q) Thomson Z

J

efz'q-Xj

(5.21)

We substitute the time average by the spacial average:

Z e*iQ'XJ‘ — Z / eiiq'ij<X1’ ey XZ)dst - Z E]*<q>
j i=1 =

Here Fj(q) is the Fourier transform of the probability density of a single electron,

W;(x;) = /W(xl, xg) [ [ AP,

k#j

and its Fourier transform or form’ factor is defined by

Fi(q) = / W;(x)e' > d*z . (5.22)
With (?77?) this gives

do ) ( do ) )

70 = 70 Fe as <q> ) (523)
<dQ elast. dQ Thomson fast
A 2
Fezlast. = Z E(q) (524)
j=1

The “elastic form factor” can be interpreted as follows: the density of charge of

the Z electrons is .

p(x) = ¢ b(x - x;)

j=1

and its statistical average is

(p)(x) = eZ/é(x —x))W(xy, ..., xz)d*z = ez W;(x), (5.25)
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From (7?), the Fourier transform of the charge distribution is then (p)(q) =
e>; Fj(a), and so
¢ Fotaur (@) = |(p) (a)|*. (5.26)

The elastic form factor is the square of the absolute value of the Fourier transform
of the average charge density (ignoring the extra e? factor). In the forward scatter
direction (6§ = 0, hence q = 0), one has from (??) F.,s.(0) = Z: the forward
scattering is coherent

da) , (do do
) =0) =z (—) - (—) @=0). (527
< ds2 élast. dQ Thomson ds2 total

From the Riemann-Lebesgue Lemma,

lim Felast.(q) = 0.

la|—o0

Qualitatively this conduces to the situation sketched in figure ?7.

Figure 5.1: The qualitative behaviour of the elastic and total form factors as a
function of ¢ = |kn — k| = 2k sin(6/2).

5.3 Scattering in gases and liquids

(Jackson §9.7)

Here we analyse the following situation: we look upon an homogeneous and
isotropic dielectric medium with a dielectric “constant” eo(w) that does not de-
pend on the position x. We consider a wave that propagates in this ponderable
medium and that finds in its way a precisely localised inhomogeneity of the dielec-
tric. A scattered wave is emitted from this inhomogeneity. We want to determine
the energy emitted and compute the cross section of this process. As important
applications let us remark:
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i) The scattering of light by particles of dust.

i1) The scattering of light by the inhomogeneities of a gas (Lorentz theory).

Generalities

Let E(x, w) and B(x, w) be the Fourier transforms:
E(x, w) = /E(X, t)e ™ dt

B(x,w) = /B(x, t)e™tdt.

The Maxwell equations in the absence of charges and currents and without mag-

netisation (p = 1) are
V.E) = 0 VAE-2B = 0
c
VB =0 VAB+—cE = 0
¢

In our situation we have

e(x, w) = go(w) +e1(x, w) =1 +47(x0 + x1)

(5.28)

(5.29)

where €1 is a localised contribution to the dielectric constant. We represent the

fields B and E by the potentials:
B=VAA, E=-2A_vy
c

with the gauge conditions

vV-A-Y0=0.
C

Maxwell’s equations lead to

VAVAA) = —2eB=-"g (_"EA_W) _WL_E
c ~~

C c

Using our gauge condition this gives

2 Ari
|:A + w—280<W):| A = WZWPL
C C

(5.30)

(5.31)



120 Section 5.3

The equation for ¢ is obtained by taking the divergence of (??7). With (??) this
gives

w? AT
If we make ,
7 - A (5.33)
WEp

then we have ¢ = —V - Z and
—(A+KHZ = —Py, (5.34)

with

The fields B and E are easy to find from Z:
B-— —%eov ANZ, E=kZ+V(V-Z). (5.35)

Observe that in the right-hand side of (??7), Py = $£E is a function of Z. The
Green function of the Helmholtz operator, —(A + k?),

1 eikr
G(x) = ot (5.36)
That is to say, —(A + k?)G(x) = §*(x) and so for
os(x) = G*s(x) = /de’G(x —x')s(x') (5.37)
one has
—(A+E)p,(x) = —/d3x’(Ax+k2)G(x—x’)s(x’) = /d%’é(x—x’)s(x’) = s(x) .
(5.38)

The general solution of the equation —(A + k%)p(z) = s(x) is then ¢ = @o + @,
where g is a homogeneous solution, (A + k?)¢y = 0.

This allows us to transform (?7?) into the following integral equation:

1 eilc|x—x’|

Z(x) = Z© + P, (x)d*x. (5.39)

2] k=%

Here Z(® is a homogeneous solution of (??) [i.e. —(A+k?)Z( = 0], and describes
the incident wave. The second term describes the scattered wave. We denote it by
ZD At large distances R, we approximate Z® by

20— [p (x)e ¥ dPa = “p (k') (5.40)
n EoR ! N EoR ! .
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with n = R/R and k' = kn. Here P, is the Fourier transform of Py,

Py(K) = / Po(x)e ¥ iy (5.41)

Using the relations V (¢*?/R) ~ ikne™®/R + O(R7?), et V A (¢*V/R) ~
ikn A Ve* /R + O(R~?) for an arbitrary vector V, we obtain the scattered fields

/{Z2 ez’kR _
B@ = { RnAPﬂH)
" kg JikR ~ ) » ) (5.42)
E = — ( AP k')/\ = — (BYA
n% R n 1( ) n no( n)

We now consider the fields E(x, w) and B(x, w) as the amplitudes of waves of a
given frequency w. Adding the factor e~ we find with ¢, :=t — R/ (n—co)

2

B@ = ——nAP(K, te)

Rng . (5.43)
E@ — L1B@Ap

No

We want to determine the intensity of the scattered wave polarised according to
€', with € -k’ = 0. This gives
1k, -
"EY =€ P, 5.44
¢ R n? c (5.44)
The Poynting vector of the part of the wave with polarisation € is
c 2 1 ¢ k22 -
S = L }e’ : E(d)’ n=—-—ny (n—g) €] - Py[*n.
The intensity of the scattered wave is then (time average taken!)
d[ & k4 / ~ 2 no 4 / ~ 2
o) —<|e P >: o <|e P > (5.45)

= A
4 ng

Scattering at long wavelengths

Let us assume that the wavelength A is much larger than the size of the inho-
mogeneity. In this situation we can replace with 1 the exponential factor in the
definition of P;. This is the dipole approximation,

dl n,
= = —47T(;3w4 <|e’ : 731|2> (5.46)

P = / Py (x) d'x.
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The intensity is then proportional to k* oc A7

Consequences: Blue light is much more scattered than red light. This is why the
sky appears blue and the setting sun, that has lost all its compo-
nents of wavelength below red, appears red.

Born approximation

It is an accurate enough approximation to substitute in (?7?)

no_ g1<X/) N~ 51<X/) /
P, (x') = 4 E(x') ~ 4 Eq(x) (5.47)
where Eq(x’) is the incident field. Taking Eo(x') = Epee’!™ > =) a plane wave
linearly polarised in the direction € (k - € = 0), we obtain

/
~ . / 10 ot E ;
P1<k/) _ / gli: ) Eoeez(k-x 7wt)€flk X d3x/ — 4—72651 (k/ . k)eflwt’ (548)

and for the cross section of emission with polarisation €’

do dl 1 1 W\, )
— e — — hd . k B k .
<dQ)Born d2 (ﬁn0|E0|2> (47T)2 (C> ‘6 €| ‘81( )‘

In the dipole approximation, k — k’| < 1/d, this gives

do 1 w\4
(E) =15 (5) 1 e | [ apx) it
dip.

After integrating over all the directions € (which gives a factor 47/3) and adding
over the two final polarisations (factor 2), we obtain the total cross section (within

the dipole approximation):
/ 3/
/ e1(x")d’z

We now apply this general result to a gas with small statistical fluctuations of
density. For a gas with Ny atoms in a small volume V (V'3 <)), one has

2

(5.49)

2

(5.50)

N
elw)— 1= 471'0[(&.})7‘/

where a(w) is the molecular polarisability. For a fluctuation ANy of the number
of atoms, this gives (from ??) a cross section

o~ %(47@)2 (%)4 (AN, (5.51)
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This scattering due to the inhomogeneities in a gas is known as the Rayleigh
scattering. For a random distribution of particles (uncorrelated), the statistical
average, ((ANy)?) is proportional to V and o/V = S, the scattering coefficient, is
independent of the volume. Einstein used this result to determine the Avogadro
number (see A. Einstein, Collected Papers Vol 3, p. 287, 1910).

5.4 Diffraction

(Jackson §9.8 ff)

Any deviation of a ray of light from its optical path is called diffraction. In the ge-
ometrical optic limit, an illuminated body creates a precise shadow. At sufficiently
large wavelengths, or for sufficiently small bodies, this approximation is no longer
valid. The diffraction phenomena are entirely explained by the wave-like nature of
light, but in this case the boundary conditions are not trivial. It is necessary in this
case to solve Maxwell’s equations for some given sources and boundary conditions
at the screens and at infinity.

Here we will discuss only the Kirchhoff approximation. Additionally, we make the
following (non-essential) simplifications:

i) We make use of a scalar wave equation

1
(A - gaf) u=0, (5.52)

that is assumed to be valid everywhere outside the source and the screens.
(Every component of the electric and magnetic fields satisfy this equation).
We also assume that the dispersive effects of the medium are negligible:

e=pu=1
it) We consider monochromatic light,
u = u(x)e ™t
Equation (??) then becomes
(A+E)u=0 with k=—. (5.53)

C

Kirchhoff approximation

The 2"* Green formula is (D, an open set, u,v € C?(D))

du v
Au — uAv)d®z = — = U .
/ (vAu — uAv)d’z /a <v - u n) do
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(This is a simple consequence of Gauss’s law:
/V-W: W -ndo with W; =v0u — udv.)
D oD

If we apply this formula to a solution u of equation (??) and for
1 eik|x_Y|
(A +E)G(x—y) = dx—y),

the Green function of the Helmholtz operator, A + k2, we obtain

v Ou _ 2 T I
/ap(uan van)da = /D[vku+u5(x y) — k*vu] &’z

- { 6‘(3’) z;g (5.54)

Should we know the boundary conditions u(x) and 2%(x), x € 0D, we could then
find the solution u(y) in D.

In diffraction problems, one determines the influ- F

ence of non-transparent screens (F) and of aper- S E 5
tures (slits, F') on the propagation of light. S .
i
The Kirchhoff approximation consists in assuming that o
0
u =0, o _ 0 on the screens F
gn ) , (5.55)
U = U, 8_:; = % in the slits F

where ug = Ae™*1 /ry is the solution without screens (r; is the distance to the
source). In the Kirchhoff approximation, we obtain

ov Oug
= — —v— | do. 5.56
uy) = [ (e~ 050 ) o (5.56)
If u = up and % = % on both, the screens and the slits, we should find the
solution wug [according to (?7)]. Therefore (??) is equivalent to

uly) = uo(y) — [E (uoa—n - va—n) do. (5.57)

This approximation is useful if the apertures F' are relatively large relative to the
wavelength A. From the theory of partial differential equations, it is known that in
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general it is not possible to solve (?7?) by specifying the two conditions, u and %,
at the boundaries: the solution u(x) found with (??) and (??) does not satisfy in
general the conditions (?7). The mathematical contradiction of giving both, u and
g—z at the boundaries can be eliminated if we choose the correct Green function

satisfying the correct boundary conditions

Dirichlet: Gp =0 on the screen and apertures, (5.58)
Neumann: 8—N =0 on the screens and apertures. (5.59)
n
In addition, we demand that GG decreases at infinity, as the emitted wave:
aG r—00 T—00 ikr
r(——'k:G) 200, @ S
on r
With (??) and (?77), we obtain
oG
u(x) = / u(®) 22 (x, x)do(x') (5.60)
EUF on
8u / / /
ux) = — —(x')Gy(x, x)do(x"). (5.61)
pur On

This approximation in not contradictory mathematically speaking. For a plane
screen, the Green functions Gy and Gp are easy to determine. One has

1 ikr ikr!!
Gpn(x,X) = (6 ¥ ) (5.62)

4m \Ur r”
The sign — corresponds to G'p and the sign + corresponds to Gy, and r = |x — X/|
and 7" = |x” — x/|. Here x” is the mirror position of x with respect to the screen

(see figure)

For x' € EUF, we have r = r” and
0Gp keikr(1+i)n-r

on 2w r
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where r = x — x’. In the Kirchhoff approximation we then obtain

u(x) = =~ /F e (1 + é) 2L (%) do (5.63)

211 T

Neglecting the term 1/r2, this gives for ug = Ae™*" /' (r' is the distance between
x" and the source)

ikr ikr’

u(x) = ﬁ/ ©C coshdo. (5.64)
2 Jp o1’

From the approximative Neumann formula, we obtain the same result with cos6

replaced with cos@ and from the original formula (??) we obtain (??) with cosf

replaced with 1(cosf + cos@’). Next, we substitute cos# by an average value cos

and 1/rr" by an average value 1/RR’:

k cost , /
— A ik(r+r’)
u(x) 2mi RR' /Fe do

We place the split in a coordinate system in the (x, y) pla(ne Wi%h O in the aperture
X=(XY,Z

ecran % n.0) ’

= (=8 + (y—n)’+ 27
" = (@ =P+ —n)?+2"
R2 —_ x2+y2+22 RIQ :x/2+y'2+z/2
o Btyn 4 (st yn)?

T R 5R 2R
dl+yn  E+n* | (@E+yn)’
r = R — R + 2R + 2R3 +..
This gives
k eik(RJrR’) ho(Em)
u(x) = A% cos v SRR /Fe W dédn (5.65)
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with
B wE+yn | &40 (x4 yn)?
P+ y'n N &+ N ('€ + y'n)?
R 2R OR"?

+ ...

+ ...

Frauenhofer diffraction

We now assume that R and R’ are much larger than the dimension d of the aper-
ture, so that we can neglect the terms of order d/R and d/R’. With the directional
cosines,

= f = g / = £ / o y_
o = R’ 6 R’ o R,’ B R/’
and defining N
a=a+a, b=B+/f, A
we obtain IB

const.

u(x) = 3 /Fexp(—il{:(af + bn))d&dn.

For an aperture of rectangular shape, this integral gives an intensity

B o const 5 [ sin kaA 2 /sinkbB\ >
1) = |u(x)l" = =5 (445) ( FaA ) WwB )

For a source at position (o', f') to be distinguished from a source at position
(") B"), it is necessary that the first zeros in the intensity of the image through
the “aperture” of size AB be well distinct. That is to say

o —a" > K o A
~ kA A

/ " m A
— z — = .
g-5 kB B

This diffraction limit is important in astronomy. A telescope of diameter D that
observes light of wavelength A is able to distinguish two stars only if their angular
separation ¢ is large enough:

A
(5>5.
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Exercise: What is the diffraction limit of an optical telescope with a mirror of
4 m (take red light)?

Answer: 0.036 arc seconds .

THE END



