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Parameter estimation

Suppose we have some known 
distribution f and some measured data 
values

We want to find some estimation of the 
parameter theta

we call it the “estimator”
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presentation topics

Still only 3 have indicated what they would 
like to do. If you don’t tell me by Sunday I will 
assign them.

They will be done during the last 3 classes 
randomly assigned...
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what are we looking 
for? 

We would like an estimator that has little or zero bias (i.e. it estimates the true 
value of the parameter not something else) - we call this the “systematic error”

We would like an estimator that has a small variance - we call this the “statistical 
error”
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Suppose the entire result of an experiment (set of measurements) is a collection of 
numbers x, and suppose the joint pdf for the data x is a function that depends on a 
set of parameters θ:

Now evaluate this function with the data obtained and regard it as a function of 
the parameter(s). This is the likelihood function:
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Likelihood
Consider n independent observations of x: x1, ..., xn, where x follows f (x; θ). The 
joint pdf for the whole data sample is:

The likelihood  function is 
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Example: exponential

Consider the exponential 
probability distribution function
(for example probability of a 
particle with lifetime τ  to decay 
at time t)

Suppose we have data t1, t2, ..tn

The likelihood of any particular 
value τ is the product of the 
probability density function 
evaluated at that τ with the 
observed data points

f(t; τ) =
1
τ

e
−t
τ

L(τ) =
n�

i=1

1
τ

e
−ti

τ
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Let’s evaluate it

Recall we can maximize the likelihood 
by minimizing the -log likelihood

since the log of a product is just the sum 
of the logs we can write it: 

lnL(τ) = ln
n�

i=1

1
τ

e
−ti

τ =
n�

i=1

(ln
1
τ
− ti

τ
)
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Doing the math

Setting the derivative equal to 0 
and solving for τ and using the 
properties of the log

We arrive at the simple result that 
the best estimate of the lifetime is 
just the mean value of the 
measured values

Seems to make sense!

δlnL(τ)
δτ

= 0

δlnL(τ)
δτ

= −
i=n�

i=1

1
τ

+
i=n�

i=1

ti
τ2

= 0

i=n�

i=1

τ =
i=n�

i=1

ti

nτ =
i=n�

i=1

ti

τ =
1
n

i=n�

i=1

ti
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Numeric Example

Setting τ=1 and generating 50 
random numbers from the 
distribution 

We find our estimate to be τ = 1.062

Seems to work!
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What do we do in 
general?

For the lifetime example - the likelihood is simple enough that we can just solve it 
analytically. In general  this is not true. 

We can however do this numerically as well...

In general we do something like this...
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Expectation value

To see if there is a bias - we can compute 
the expectation value of our estimator 
for τ

By explicit computation we see that our 
estimator is unbiased for all values of n

E(τ̂) = E(
1
n

n�

i=1

ti) =
1
n

n�

i=1

E(ti)

E(τ̂) =
1
n

n�

i=1

�
ti

1
τ

e−
ti
τ dti

E(τ̂) = te−
t
τ |∞0 −

� ∞

0
e−

t
τ dt

E(τ̂) = τ
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Consider a slight 
modification 

What if we made a 
simple substitution  
and used the width 
rather than the 
lifetime and wrote

f(t; τ) =
1
τ

e
−t
τ

f(t, Γ) = Γe−Γt

Γ =
1
τ

let
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Again likelihood

−lnL(Γ) = −
n�

i=1

ln(Γe−Γti) =
n�

i=1

(−lnΓ + Γti)

−ln(L) = −NlnΓ + Γ
n�

i=1

ti

δ(−ln(L)
δΓ

= 0 =
−N

Γ
+

n�

i=1

ti

so

Γ̂ =
n

�N
i=1 ti

Γ̂ = (
1
τ̂

)
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bias?

You might think because 
the estimate for τ is 
unbiased that the estimate 
for Γ must also be.
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bias?

You might think because 
the estimate for τ is 
unbiased that the estimate 
for Γ must also be.

Unfortunately this is not 
correct!

E(Γ̂) = Γ
n

n− 1

if you do the
integral and sums...
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How does this happen?

Recall the definition 
of the expectation 
value

E(x) =
�

xf(x)

E(
1
x

) =
�

xf(
1
x

)

E(
1
x

) �= E(x)

f(x) = Ax

for example by explicit calculation
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How does this happen?

Recall the definition 
of the expectation 
value

Therefore if E(x) is 
unbiased E(1/x) 
must be biased! 

E(x) =
�

xf(x)

E(
1
x

) =
�

xf(
1
x

)

E(
1
x

) �= E(x)

f(x) = Ax

for example by
 explicit calculation
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uncertainty from 
Likelihood

We would also like an estimate of the 
uncertainty 

Expand Log Likelihood in Taylor Series 
about minimum 

lnL(θ) = lnLθ̂ +
1
2

δ2lnL

δθ2
|θ̂(θ − θ̂)2

L(θ) = Lθ̂e
1
2

δ2lnL
δθ2 |θ=θ̂(θ−θ̂)2

so cutting it off we can 
write
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so..

Around a minimum 
the likelihood 
function looks  like a 
Gaussian with a 
variance given by: 

L(θ) = Lθ̂e
1
2

δ2lnL
δθ2 |θ=θ̂(θ−θ̂)2

σ2 = − 1
δ2lnL
δθ2 |θ=θ̂
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Meaning of likelihood

The likelihood function is a product of 
probabilities

It tells us something about the probability 
of data given a particular τ 

A priori it does not tell  us (directly)about 
the probability of a particular τ given data

Why not?

L(ti|τ) =
n�

i=1

P (ti|τ)

Thursday, February 9, 2012



In general

P (A|B) �= P (B|A)
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for example

Say I had a bird as a pet and I told you that it 
was a crow and asked you what color it was.

What would you say? 
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All crows are black
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but

If i told you it was a black bird and asked what 
type of bird it was...

What would you say?
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not all black birds 
are crows
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so..

P (crow|blackbird) �= P (blackbird|crow)
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or

�=
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Bayes theorem

Bayes theorem tells 
us how to relate the 
two!
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in our case

P(data) - is really 
just a 
normalization 
factor

P(τ) is our `prior’ 
distribution

P (τ |data) =
P (data|τ)P (τ)

P (data)
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in our case

P(data) - is really just a 
normalization factor

P(τ) is our `prior’ 
distribution

If we assume all τ are 
equally likely  then and 
ONLY then do we have

P (τ |data) =
P (data|τ)P (τ)

P (data)

P (τ |data) = P (data|τ)
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rewriting it...

So the value for the likelihood being 1,2,..n 
standard deviations away from the central 
value is just: 

lnL(θ) = logL|θ̂ −
1
2

(θ − θ̂)2

σ2

−lnL(θ̂ ± 2σ) = −logL|θ̂ + 2

−lnL(θ̂ ± 1σ) = −logL|θ̂ +
1
2

−lnL(θ̂ ± nσ) = −logL|θ̂ +
1
2
n2
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Graphically

Text
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So in our example

−lnL = Nlogτ +
1
τ

+
1
τ

n�

i=1

ti

δ(−lnL)
δτ

N

τ
− 1

τ2

n�

i=1

ti

δ(−lnL)
δτ

= −N

τ̂2
+

2
τ̂3

n�

i=1

ti

= −N

τ̂2
+

2N

τ̂2
=

N

τ̂2

σ =
τ̂√
n
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Goodness of fit

Consider the two data sets above, made into histograms for visualization. Both 
result in the same ML estimator for the lifetime.

Surely, data set 1 is “more” likely than data set 2, right?

Surely, since it is more exponential, the value of the likelihood function for the 1st 
should be larger than for the 2nd, right? Each events “probability” should be higher, 
resulting in a net larger likelihood.
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oops

Unfortunately this is wrong! −LnL = nlnτ +
1
τ

n�

i=1

ti

τ̂ =
1
n

n�

i=1

ti
so.. −lnLmin = Nln(τ̂) +

1
τ̂

n�

i=1

ti

= nln(
1
n

�
ti) +

n�
ti

�
ti

= n(−lnn + 1 + ln
�

ti) = n(lnτ̂ + 1)

Any distribution with he same sum of times 
produces the same likelihood!
No measure of goodness of fit!
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Example code

I have placed on blackboard a piece of code 
which shows a simple example of how to do a 
likelihood fit

Let’s walk through it

You can find it as LikelihoodFit.C
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Let’s look

Starts 
with some style 

stuff
We are  going

to generate
some fake data

and put it in 
this histogram
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Aside: Standard 
template Library 

note the code 

vector<double>

what does this mean?
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Standard template 
library

Turns out - there are many simple things that 
people want to do all the time in C++

Store data in an ordered way

Run standard algorithms on data (sort, find, 
etc..)
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C++ has a way

Unless you are doing something very special and you know something special 
about your data (i.e. way it is organized, how it is ordered, etc) it is generally 
easiest to use the standard template library to take care of this

C++ experts who have written optimized code how to store and sift through data

Available to you at no cost!
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Example 
vector<double>

a vector is much like an array (i.e. an ordered list of numbers)

an array is just a declaration of a set of numbers like

double x[3] = {1.2,1.3,0};

A vector acts very much like an array in that it is a set of things but it also has 
many built in special functions

unlike an array it can be dynamically sized (you don’t need to know its size 
when you declare it)

and a lot of other neat things
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vector
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stL also has 
algorithms

#include <algorithm>
#include <iostream>
#include <vector>

static bool sort_using_greater_than(double u, double v)
{
   return u > v;
}

int
main()
{
   std::vector<double> v;

   v.push_back(0.3);
   v.push_back(0.1);
   v.push_back(1.2);
   v.push_back(0.01);

   std::sort(v.begin(), v.end(), sort_using_greater_than);

   for(std::vector<double>::size_type index = 0; index < v.size(); ++index)
      std::cout << v[index] << std::endl;
}
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Many containers,
many algorithms

Google C++ Standard Template Library 

Best by learning by example!
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Generate the data

Generate a random number according to the distribution we want

push it back into our fake data histogram as if we measured this from 
data
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Scan values

for one parameter - we don’t need fancy code. Just scan through the range in small  
steps 

Compute likelihood for different values of tau and store it
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Fit the result

Could simply draw 
it but ..

But easier to see and 
allows to calculate 
uncertainty 
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Run it

In the directory where you have the file do:

root

.L LikelihoodFit.C

LikelihoodFit()
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Results
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More complicated

For simple problems - like the one we just did. It is pretty 
straightforward to both construct the likelihood function and minimize 
it

For complicated functions in many parameters this is not the case!

Multidimensional minimization is much harder!!
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Check to see if it works

Change the lifetime by a bit (be careful that the 
range you scan includes the true value)

You should find that the -ln(likelihood) will 
change it’s position is at its minimum
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Adding constraints

Sometimes we are in the situation where we have external information. For 
example if we are fitting a spectrum where we have well known particles with 
well known properties (that are much better known than we can measure) and we 
would like to include that within our analysis

Since the likelihood function is a product of probability distribution functions we 
can modify our likelihood by multiplying a ‘prior’ probability distribution to the 
likelihood

Thursday, February 9, 2012



Example

−lnL = −lnP (τ |τpdg, σpdg) +
n�

i

lnP (ti|τ)

L = P (τ |τpdg, σpdg)
n�

i=1

P (ti|τ)

Let’s add a Gaussian constraint

so then..

= −ln(
1�

(2π)σpdg

e
−

(τ−τpdg)2

2σ2
pdg ) +

n�

i

lnP (ti|τ)

=
n�

i=1

lnP (ti|τ) +
(τ − τpdg)2

2σ2
pdg

+ ln
√

2πσpdg

original constant
wandering

1/2 σ  from pdg
value costs 1/2 unit of likelihood 
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What does this do?

By including this ‘constraint’ or penalty in the likelihood we enhance the 
likelihood in the region close to this value. 

We don’t want to fix it because we want our data to count !

So we add a term which penalizes it for moving away from the value where we 
have other information (other experimental results) 
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Imperfect Detector

Of course our detectors aren’t perfect 
and the resolution can affect the 
spectrum that we measure

Let’s Convolute the function with a 
gaussian resolution indicating that we 
know that we have an uncertainty on 
every measurement we make
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Examine the exponent

Expanding it out 
we can write it  
as...
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So that
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for various widths

Larger our 
resolution the 
more Gaussian 
it looks 
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 combining 
measurements

The maximum likelihood method can be used 
to combine results from two experiments

Results from Higgs searches share likelihood 
curves

Simply make a combine likelihood by 
multiplying the two
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Single parameter

For a single parameter 
you can just scan through 
the full range 
methodically

Make a graph

Difficult to make a 
mistake and if you do 
easy to figure it out
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many parameters

Parameter space 
becomes MUCH 
more complex. 

Can get stuck in 
local minima and 
converge on the 
wrong answer!
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Fortunately 

For complicated cases their is a small 
industry of tools

I would suggest using them

We will discuss some in the next week...
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