
Overview of probability 
and statistics

Thursday, February 2, 2012



Administrative issues

Later today I will post 3 things:

Solutions to first homework

List of topics for paper presentation : please take a look and let me know what 
interests  you (first come first served) 

Example of how to compile code - turns out this depends on your compiler. I 
know how to do this on a linux, or mac system. For windows would have to 
download a compiler or ssh to another macine

Typo in hw2 - variable name should be the one in the ntuple
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ArcTan

The root library gives you two versions of 
the arc tan function

TMath::ATan(double x)

TMath::ATan2(double x,double y) 

Consider what happens if px = 0

the argument 

φ = tan−1(
py

px
)
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Why do we care
Measure event properties (number 
of muons, momentum of out 
particles 

Theories (for example Standard 
Model) predict their properties - 
mass of particles, strength of forces, 
angular distribution, etc

We would like to :

from the data estimate that 
parameter

quantify how well we know it 
(what is the uncertainty)

Test the extent to which they 
agree with a theory

Observe events of a certain type
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Dealing with 
uncertainty

Theory is not deterministic:

Quantum Mechanics - only tells you about the 
probability for a particular process to occur
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Dealing with 
uncertainty

Theory is not deterministic:

Quantum Mechanics - only tells you about the 
probability for a particular process to occur

Random Measurement Errors

Present even without quantum mechanics - (ask 
everyone to measure the length of a piece of paper with 
the same ruler - there will be a scatter around a central 
value

Things we could know in principle but don’t know exactly 
for various reasons

cost , time, etc..

We can quantify this with probability!
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Basic probability
Imagine a set S with two subsets A and B

And...
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Conditional 
probability

The conditional probability of A given B : 

Rolling dice : 

A and B are 
independent if:
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Interpretation

Relative Probability

Think of A and B as possible outcomes of 
repeated experiments (quantum 
mechanics, particle decay, etc...)

Subjective Probability 

A and B are hypothesis (either true or 
false) E.g. Horse number 6 will win the 
race

we normally think of the relative probability 
in particle physics - but not always!
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Bayes’ Theorem

From the definition of conditional probability :

but...

so
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for many subsets
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Example
Prior Probabilities

P(disease) = 0.001

P(no disease) = 0.999

Consider a test for that 
disease

P(+|disease) = 0.98

P(- |disease) = 0.02

P(+|no disease) = 0.03

P(-|no disease)  = 0.97

Prior Probability
before any test

Probability to (mis) identify 
an infected person 

Probability to (mis) identify 
a healthy person 

If you test + what is the probability that 
you are infected
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Apply the theorem

After accounting for prior probabilities the probability of 
having the disease is actually fairly small

Bayesian point of view: There is a 3.2% chance that I have the 
disease

Frequentest point of view: 3.2% of people taking this test  
who test positive will have be infected

P (disease|+) =
P (+|disease)

P (+|disease)P (disease) + P (+|nodisease)P (disease)

=
0.98× 0.001

0.98× 0.001 + 0.03× 0.999
= 0.032
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Frequentist approach

In the frequentist approach we think of probability as only being associated with 
data (i.e. the outcome of repeated experiments) 

Probability is the limiting frequency of an infinite number of experiments

Statements such as:

The Higgs boson exists

The value of the strong coupling constant is between 0.117 and 0.121

have probabilities of either 1 or 0. We just don’t know which!

The tools of the frequency approach tell us about what to expect under certain 
models or probabilities and what the probability of particular data are with a 
particular model
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BayEsian Approach 

Has an if/then flavor. If you observe this data how does that change your 
estimation of the probability of hypothesis H

Note : There is no prescription for prior probabilities! This is a tricky point. You 
and I could have different estimates of the prior probability which can have  - in 
general - a much different result with the same data!
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Bayesian/frequentist

in HEP you will see results interpreted according to both views

Some people have VERY strong opinions on the matter 

there are many papers, conferences, and very loud discussions on the matter

Personal view:

Each have their place in data analysis

MOST of the time it doesn’t make a big difference - but in some important 
cases it can

Most important point is to be clear about how the data was treated so that 
someone can understand what was done and reanalyze it if needed
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Random variables and 
PDFS

Suppose the outcome of some experiment is some continuous variable x

f(x)  = probability density function, 
this just describes the probability of 

observing x in some range

Can also work for discrete cases
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histograms and pdf
One can think of a PDF as a 
histogram with:

infinite statistics

zero bin width

normalized to unit area
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Expectation values
and all that

Expectation value  - what is the 
expected value of the variable x

We would also like a measure of the 
spread of the variable

We use the variance which is the 
expectation value of the distance 
between a value x and the mean 
squared

Why do we use squared? 

V [x] = E[(x− µ)2] = σ2

E[x] =
�

xf(x)dx = µ
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covariance and 
correlation

Define the covariance between two 
variables and the related concept of 
the correlation coefficient

If x and y are independent then

so
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Graphically
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In root

You can calculate this by yourself in a macro

but if you have a 2D histogram root knows 
how to do it already

GetCovariance(Int_t axis1, Int_t axis2)

GetCorrelationFactor(Int_t axis1, Int_t axis2)
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Common PDFS

There are many distributions that we use in HEP but there are a few that come up 
over and over again

I will go through a few most commonly used ones and you can then look up other 
distributions and their properties

Today I will discuss : 

Binomial

Poisson 

Gaussian
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Binomial distribution

Consider N independent experiments (e.g. flipping a coin over and over again) 
which has one of two outcomes: success and failure

Let the probability of ‘success’ be p. Then the probability of failure is (1-p)

Then if we had a sequence of successes and failures then the probability of a 
particular sequence (since each experiment is independent) would look something 
like :

p*p*(1-p)*p*(1-p)*p

If we have N experiments with successes we can write the probability for any 
particular sequence as

Typically we don’t care about the order of the sequence just number of successes
N !

n!(N − n)! pn(1− p)N−n

pn(1− p)N−n

Thursday, February 2, 2012



Binomial 
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what it looks like

W decay into an electron and a neutrino 
with branching ratio p
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Poisson distribution

Consider the binomial 

Thursday, February 2, 2012



Gaussian distribution

This is probably the most 
important probability 

distribution!
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Central limit theorem

The Gaussian pdf is so useful because almost any random variable that is a sum of 
a large number of small contributions follows it. This follows from the Central 
Limit Theorem:
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TMATH

http://root.cern.ch/root/html/
TMath.html

Contains many useful functions including 
Poisson, Guas, Poisson

Many other 
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Parameter estimation

Often it is the case that we have some data that we either know or think we know 
the probability distribution it comes from (shape of : lifetime of a particle, 
observed mass of a particle, etc)

but we DON’T know the parameters of this particular distribution (lifetime or 
mass of this PARTICULAR particle)

from our data we would like to get an estimate of these parameters
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Parameter estimation

Suppose we have some known 
distribution f and some measured data 
values

We want to find some estimation of the 
parameter theta

we call it the “estimator”
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what are we looking 
for? 

We would like an estimator that has little or zero bias (i.e. it estimates the true 
value of the parameter not something else) - we call this the “systematic error”

We would like an estimator that has a small variance - we call this the “statistical 
error”
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estimate of the mean 
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Estimator of variance

bias is again zero 
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Likelihood 

Suppose the entire result of an experiment (set of measurements) is a collection of 
numbers x, and suppose the joint pdf for the data x is a function that depends on a 
set of parameters θ:

Now evaluate this function with the data obtained and regard it as a function of 
the parameter(s). This is the likelihood function:
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Likelihood
Consider n independent observations of x: x1, ..., xn, where x follows f (x; θ). The 
joint pdf for the whole data sample is:

The likelihood  function is 
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Likelihood

If the hypothesized θ is close to the true value, then we expect a high 
probability to get data like that which we actually found.

So we define the maximum likelihood (ML) estimator(s) to bethe 
parameter value(s) for which the likelihood is maximum
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least squares method
Suppose we measure N values, y1, ..., 
yN,assumed to be independent Gaussian 
random variables with

Assume known values of the control 
variable x1, ..., xN and known variances

We want to estimate θ, i.e., fit the curve 
to the data points.
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Least squares 
Taking the logarithm we get

Maximizing the likelihood is equivalent to minimizing

Often done numerically :
for simple one dimensional functions can be done analytically

Thursday, February 2, 2012



Fitting with root

Today we will start with some very simple 
examples

From your example code make a histogram of 
one of the variables - say ebeam

There are a few simple commands we can do
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Predefined fitting

Root has a few very common functions built in 
that it will fit for you very easily

gaussian

polynomial

exponential
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Example

if you have a histogram (like ebeam) that looks 
fairly gaussian you can fit it to a gaussian with

h_ebeam.Fit(‘gaus’)
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Fitting from gui

right click on histogram
choose Fit Panel
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Results

Right Click on statistics 
box and choose 

SetFitOpt

Change it to 1111111
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Results

Reports result of fit 
and uncertainty on 
parameters

chi2/ndf
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What does this mean

In general we are looking to minimize 
the chi2

Number of degrees of freedom = 
number of data points - 1

For a good fit we expect chi2/NDF ~ 1

If very large - this means function is 
very far from each point . Bad Fit

If much smaller than 1 this is also 
suspect - statistical fluctuations are 
not consistent with uncertainty on 
each point. Typically this means our 
assigned uncertainties are too large
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Fitting with macro

Lets look at an example: FittingDemo.C is on 
blackboard and lxplus at ~/kblack/public

Download it now and we will walk through it
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Fitting Demo

Define a function
which we will fit our fake

data

Background  we take as
a polynomial

Signal as a Lorenzian
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The main function

Generate some fake
data and put it in a 

histogram
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now fit

Note: in general
you have to give

fitting programs an initial
guess at the parameters

as for nonlinear functions
the program iterates 

numerically
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Make a silly picture

Extract the parameters
and draw the 

result on the same
place as the data

and label everything
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