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Abstract

This article describes an efficient procedure for computing approximate confidence levels for searches for new particles
where the expected signal and background levels are small enough to require the use of Poisson statistics. The results of

manv indenendent searches for the same pnrhr‘lp mav bhe combined PQQI]U reoardlese of the discriminating variables
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which may be measured for the candidate events. The effects of systematic uncertainty in the signal and background
models are incorporated in the confidence levels. The procedure described allows efficient computation of expected

confidence levels. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The problem of combining the results of several
independent searches for a new particle and produ-
cing a confidence level (CL) has become very im-
portant at the LEP collider in its high-energy phase
of running. Typically, both the expected number of
signal events and the expected number of back-
ground events are small, and few candidate events
are observed in the data for any particular search
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significantly by combining the results of several
searches, particularly if the sensitivity is limited by
the collected luminosity, and not by a kinematic
hnun_darv In addition, qnnhm icated search ana-
lyses may provide 1nf0rmat10n about the observed
candidates, such as one or more reconstructed
masses or other experimental information relating
to the expected features of the signal. These vari-
ables provide better discrimination of signal from
background and also help to indicate which signal
hypothesis is preferred among many. Sometimes no
such information is available, and these search ana-
lyses must be combined with other types of ana-
lyses for an optimal CL. Binning the search results
of the analyses in their discriminant variables and
treating each bin as a statistically independent
counting search provides a simple, uniform repres-

entation of the data weil suited for combination.
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Often, as is the case with searches for MSSM
Higgs bosons at LEP2, a broad range of model
parameters which affect the production of signal
events must be considered and exclusion limits
placed for all possible values of these parameters.
The expected experimental signatures of the new
particles in general vary with the model parameters
which govern their production and decay, and the
combination of complementary channels provides
the best exclusion for all values of the parameters.
A rapid procedure for computing confidence levels
is therefore necessary in order to explore fully the
possibilities of the model.

This article describes an efficient, approximate
method of computing combined exclusion confi-
dence levels in these cases, allowing also for the
possibility of uncertainty in the estimated signal
and background.

2. Modified frequentist confidence levels

For the case of n independent counting search
analyses, one may define a test statistic X which
discriminates signal-like outcomes from back-
ground-like ones. An optimal choice for the test
statistic is the likelihood ratio [1-3]. If the esti-
mated signal in the ith channel is s;, the estimated
background is b;, and the number of observed
candidates is d;, then the likelihood ratio can be
written as

X =1]]X; (1)
i=1

with

e"(s‘”")(s,- + bi)d; /e—b,b-ii,-
B d [od

X; 2
This test statistic has the properties that the joint
test statistic for the outcome of two channels is the
product of the test statistics of the two channels
separately, and that it increases monotonically in
each channel with the number of candidates d;.
The confidence level for excluding the possibility
of simultaneous presence of new particle produc-
tion and background (the s + b hypothesis), is

CLs+b = Ps+b(X < Xobs) (3)

1.e.. the probability, assuming the presence of both
signal and background at their hypothesized levels.
that the test statistic would be less than or equal to
that observed in the data. This probability is the
sum of Poisson probabilities

n —1s,+h) d;
Ps+b(X < Xobs) = e—(/s_ﬂ
XQAD<X(dy i=1 d;!

(4)

where X({d;}) is the test statistic computed for the
observed set of candidates in each channel {d,}. and
the sum runs over all possible final outcomes {d;}
which have test statistics less than or equal to the
observed one.

The confidence level (1 — CL,. ;) may be used to
quote exclusion limits although it has the disturb-
ing property that if too few candidates are observed
to account for the estimated background, then any
signal, and even the background itself, may be
excluded at a high confidence Ievel. It, nonetheless,
provides exclusion of the signal at exactly the confi-
dence level computed. Because the candidates
counts are integers, only a discrete set of confidence
levels is possible for a fixed set of s5; and b;.

A typical limit computation, however, involves
also computing the confidence level for the back-
ground alone,

CLb = Pb(X < Xobs)s (5)

where the probability sum assumes the presence
only of the background. This confidence level has
been suggested to quantify the confidence of a po-
tential discovery, as it expresses the probability that
background processes would give fewer than or
equal to the number of candidates observed. Then
the Modified Frequentist confidence level CL; is
computed as the ratio

CL, = CL,.,/CL,. (6)

This confidence level 1s a natural extension of the
common single-channel CL =1 — CL, [4-7], and
for the case of a single counting channel is identical
to it.

The task of computing confidence levels for ex-
perimental searches with one or more discriminat-
ing variables measured for each event reduces to
the case of combining counting-only searches by
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binning each search analyses’ results in the mea-
sured variables. Each bin of, e.g., the reconstructed
mass, then becomes a separate search channel to be
combined with all others, following the strategy of
[8] and the neutrino-oscillation example of [9]. In
this case, the expected signal in a bin of the recon-
structed mass depends on the hypothesized true
mass of the particle and also on the expected mass
resolution. If the error on the reconstructed mass
varies from event to event such that the true resolu-
tion 1s better for some events and worse for others,
then the variables s, b, and d may be binned in both
the reconstructed mass and its error to provide the
best representation of the available information. By
exchanging information in bins of the measured
variables, different experimental collaborations
may share all of their search result information
in an unambiguous way without the need to treat
the measured variables in any way during the
combination.

For convenience, one may add the s;'s, the b;’s,
and the d;’s of channels with similar s;/b; and retain
the same optimal exclusion himit, just as the data
from the same search channel may be combined
additively for running periods with the same condi-
tions. The same search with a new beam energy or
other experimental difference should of course be
given its own set of bins (which may be combined
with others of the same s,/b;).

3. Confidence level calculation

The task of summing the terms of Eq. (4) can be
formidable. For n channels, each with m possible
outcomes, there are ¢(n™) terms to compute. This
sum is often carried out with a Monte Carlo [8,9],
selecting representative outcomes of the experiment
and comparing their test statistics with the test
statistic computed with the data candidate event
counts. Another alternative, described in this
article, is to compute the probability distribution
function (PDF) for the test statistic for a set of
channels, and iteratively combine additional chan-
nels by convoluting with the PDFs of their test
statistics.

The PDF of the test statistic for a single channel
is a sum of delta functions at the accessible values of

X;. These may be represented as a list of possible
outcomes

(X1, pd) (7)

where X7 is the test statistic for the ith channel if it
were to have j events, and p{ is the Poisson prob-
ability of selecting j events in the ith channel if the
underlying average expected rate is s; + b; when
computing CL; 4, or only b; when computing CL,.
The list is formally infinitely long, but one may
truncate it when the total probability sum of the
outcomes in the list exceeds a fixed quantity, or one
may select all j such that X4 < X,,..

For the case of two channels, one forms the

probabilities and test statistics for the joint out-
comes multiplicatively,
(XI1X1,plph) (8)
to form a representation of the PDF of the test
statistic for the joint outcomes of two channels.
One may then iteratively combine all channels to-
gether and use the list to compute the confidence
level by adding the probabilities of outcomes with
test statistics less than or equal to that observed.
This reintroduces the computational difficulty of
enumerating all possible experimental outcomes,
and hence one needs to introduce an approxima-
tion to limit the complexity of the problem.

The approximation is to bin the PDF of the test
statistic at each combination step. The cumulative
PDF may be obtained from the listing of outcomes
by sorting them by their test statistics and ac-
cumulating the probabilities. Then fine bins of the
cumulative PDF may be filled with possible out-
comes. A useful binning covers very small probabil-
ities logarithmically in order to represent small
CL’s more exactly, and has a uniform binning for
larger probabilities. The finer the bins, the more
precise the computed CL will be; in the limit of
infinitely fine bins, the problem reduces once again
to adding the probabilities of all possible outcomes.

To guarantee a conservative CL for setting
limits, one may, at each combination step, record as
a possible experimental “outcome” the smallest test
statistic within a bin coupled with the largest accu-
mulated probability within the same bin. The list
now consists of test statistics and the cumulative
probability of observing that test statistic or less,
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and the differential PDF of X may be recovered
from it.

The process is then repeated iteratively for all
channels to be combined. The running time on
a computer is proportional to the number of chan-
nels. the number of bing kent in the PDF of Y and

1015, wiv nuiliut: U ULl A Cpuiiouul Das0 U 4, aul

increases with the expected number of events in the
channels. To improve the accuracy of the approxi-
mation, the search channels should be sorted in
order of s;/b;, with the channels with the largest s;/b;
combined last.

Once all channels have been combined, the test
statistic is computed for the candidate evenis ob-
served in the experiment and CL;,,, CL; and CL;
mav he comnnted ngine Fag ()Y (5) and () Far_

iy ULV VCULLIPUILU Udllg A5, (J), \J) aliu (U), 1 ur-

thermore, the PDFs of X in the signal + back-
ground and background hypotheses allow
computation of the expected confidence levels
{CL,p>. {(CL;>, and {CL,», assuming the pres-
ence only of background. These are indications of
how well an experiment would do on average in
exciuding a signal if the signal truly is not present,
and are the important figures of merit when opti-

aluvaie for aveliicinn
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When computing {CL,), the outcomes are al-
ready ordered by their test-statistic and only the
probabilities are needed:

(CLyy = Lpl 5 p,J ©)

where Ny 18 the number of entries in the table of
the PDF of X for the background-only hypothesis,
and p?is the jth probability in the list, where the test
statistic X increases with increasing j. For total

expected backgrounds of more than about 3.0

events in channels with non-negligible sensitivity to
the signal. {CL;> =~ 0.5.

The values of (CL,.,> and (CL;) can be com-
puted similarly, although the PDF of X is needed in
the s + b hypothesis as well as the background-
only hypothesis.

Nhh\\
(CLgyp> = ), [pi-’ pi“’} (10
X< Xt

i=1

and

(CLy =Y LP%J (11)

where p}* " is the jth entry in the PDF table of X for
the s + b hypothesis, and X" " is its corresponding
value of X.

The difference between this method and that
described by Cousins and Feldman [9] is the choice

nf‘ test statistic {referred to as fhp nrr‘prinn nrin-
LOST STAUISUC (ICICITCa i OIGering prin

cipie” in Ref. [9]). The likelihood ratio of Eq. (2) has
the advantages that it is the most powerful test
statistic for distinguishing the s+ b hypothesis
from the background-only hypothesis, and also be-
cause it does not depend on the range of possible
models of new physics considered when testing
a particuiar signal hypothesis. With the test statistic
of [9,10], a signal hypothesis can be excluded be-

cange other sional hynotheseg it the data hetter
Cause ULLICE dlghidr Iy PUllGsts 11t uiv Uawa uvtlll.

The use of the test statistic of [9,10] does not allow
the exclusion of the entire model space under study
- one must be careful to include the null hypothesis
of no new particle production in the space of mod-
els to be tested. In addition, there may be more than
one new physics signal present in the data. The
method of [9] is ideai for the case in which the
possible model space is fully known, and it is

L'nnurn that pvc\nﬂv one aof the no
LY 1y

nfc 1 maodel
wi {nat exaci vuvil

of the points in m
space corresponds to the truth.

For purposes of discovery. 1 — CL, indicates the
probability that the background could have fluc-
tuated to produce a distribution of candidates at
least as signal-like as those observed in the data.
This probability depends on the signal hypothesis
because channels with small s;/b; do not contribute
as much to the computation of CL, as those with

large o./h. In the cace that a narticle of unknpwn
1alrge §;/0; 11 e €ast inatl a parud:e O UnKnown

mass is sought, analyses which reconstruct the mass
provide discrimination among competing signal
hypotheses when a clear signal is present, rather
than the presence of an excess of candidates. None-
theless, the probability in the upper tail of the
X distribution in the s + b hypothesis may be used
to exclude a signal hypothesis because it does not

predict enough signal to explain the candidates in
the data.

i Gas

4. Systematic uncertainty on signal and background

The effect on the confidence levels from system-
atic uncertainties in the signal estimations {s;} and
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background estimations {b;} can be accommodated
by a generalization of the method of Cousins and
Highland [11]. This approach was originally cre-
ated for one-channel searches with systematic un-
certainty on the signal estimation only. A very

cimilar annraach far handline hackoronnd nneer_
Siiudl appirvatil IV nanuidig UvalAgiVuii vuivel

tainty is described by Giunti [12]. The generaliz-
ation of this technique to the case of many channels
with errors on both signal and background is sum-
marized here.

When forming the list of the probabilities and
test statistics of possible outcomes for a channel,
each entry in the list is affected by the systematic
uncertainties on the signal and background estima-
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averaging over possible values of the signal and
background given by their systematic uncertainty
probability distributions. For purposes of imple-
mentation, these probability distributions are as-
sumed to be Gaussian, with the lower tail cut off at
zero, so that negative s or b are not allowed.

When computing the PDF of X for the s + b
case, the probablhty to observe j events in channel
ot vv\ al

tinng for that chann
tions 101 ulat dinannd
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This average is also computed numerically. It is
computed both when the sum over all possible
experimental outcomes is performed and when the
test statistic 1s computed for the data candidates,
ensuring that the data outcome is identical with

ane of the nocssihle outcomeg in the PNDE tahleg
One O1 10 POSSIoIe Oulomes i1 il i xr 1aoids.

This 1s important for confidence levels computed
with a single channel, when all outcomes are listed
in the PDF table.

5. Numerical examples

The above algorithm has been tested in a variety
fway A nragram imnlamanting tha algarithine 1o
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available.!

o If a single channel has 3.0 expected signal events,
no expected background events, and no ob-

serve ad ~condidateae tha T __AQ7Q70/ an avw
SCIvEea Candaidaits, uiln L, =4.5/06/ /0 as CX-

pected from an exact computation. CL, = 1.0 n
this case. For experiments with few possible out-

comes, this technique yields exact CLs.
e If this single channel is broken up into arbitrarily

Jwith a at ional o L = and agtithatnd lhaals
i W L1l Lvatdlilian l 1ar d; I Ug, aliu Lollllldaivl Uavh- . .« .
ground b, + o SRV many pieces (say, a few hundred), equally divid-
P ing up the three expected signal events, each with
*(1\7\] 252 +(h»h)‘..z1,,) —l.\"+h’](S/ L bl}"
fo ds'fg db'- .
~ 2no, 0 j!
I= s 12
pi= e — 05 — 507267 + (0 — b\ 207) (12)

frds [ db =

2rno,0,,

which is used in each entry in the list of Eq. (
While the denominator is a product of error func
tions, the numerator may be computed numer-
ically. When computing the PDF of X for the
background-only case, the averages are only done
over the background variation.

To extend this to the muitichannel case, addi-
tionally the test statistic must be averaged over the

eugtormatic variatiang hanniien ¢ tan damae Ao A
o)‘bl\dllal.lb vallidllulidy uvvuvauov 1L, oo, UC}JCIIUD vl
s; and b;
e~ (s — S,\y:,:ﬁ:‘, + b — h,;z.'lﬁ,,li) .
20 o0
[ ds [2ap X!
Xi __dmeoh g3
w . e —f S 2ag + (00— 20 ) N s
f o0 ds’ j o db’
2no, 0y,

no background or candidates, the limit is the
same as that for the single channel.

e If a channel with no expected signal, but some
expected background (and corresponding data
candidates) i1s added to the combination, then
CL; is not changed significantly, while CL,.,
and CL, reflect the relationship between the ex-
pected background and the observed candidate

count.

use, a program implementi

described in this article is available at tp://home.
cern.ch/ ~ thomasj/searchlimits/ecl.html.
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e A more realistic example requiring the binning of
search results and combination of those bins has
been explored by simulating a typical search for
the Higgs boson (or any new particle) in high-
energy particle collisions, where the mass of each

observed candidate mav be reconstructed from

OOD5CIVOG Lanlilall iay OIS UL 13493883

measured quantities. The mock experiment has
an expected background of 4 events, uniformly
distributed from 0 to 100 GeV/c? in the recon-
structed mass. The resolution of the recons-
tructed mass of signal cvents, were a signal to
exist, decreases linearly from 10.5 GeV/c?

my = 10 Gev/c? to 33 GeV/e? at my =80
GeV/c?, where my, is the mass of the Higgs boson

(or other new particle). In a real search, the signal

resolutions and background levels are typically
obtained from Monte Carlo simulations. Three
candidates were introduced with measured mass-
es of 34, 35, and 55 GeV/c™.

To explore the limits one may set on Higgs
production, the space of possible values of my was
explored from 10 to 70 GeV/c?, and the total ex-
pected signal count was studied between 2 and 6.5
events. For each pair of my and the signal count,
histograms of the expected signal and background

were formed in fine bins from 0 to 100 GeV/c*. The

candidates were also histogrammed using the same

binning as the signal and background. Each bin of

these histograms was considered a separate search
channel, and the confidence level CL, was formed.

The 95% CL upper limits (CL, < 0.05) on the
signal s =Y7_, s; are shown in Fig. 1 for two
choices of the test statistic X;: the likelihood ratio of
Eq. (2), and the test statistic X; = d;s;/b;. This latter
test statistic is the event count weighted by the
signal/background ratio, and it is combined addi-

tivaly fra cha al ta cha al
i veiy Irom <nanmnci 1o cananne

The two test statistics perform differently under
these circumstances, and the method described in
this article can be used to evaluate the effects of
changing the test statistic. The expected confidence
levels (CL,,,> and {CL,) provide discrimination
of which test statistic is the best choice.

e The probability coverage of the techinique was
explored by testing to see how often a true signal
would be excluded at the 95% CL. The same
mock experiment as described above was used,
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Fig. 1. The 95% CL upper bound on the number of events as
a function of a hypothetical Higgs mass, using two test statistics.
the likelihood ratio (filled circles) and events weighted by s,/h;
(empty circles). Candidates are shown with their respective mass
resolutions at the bottom of the figure. The total background is
four events expected to be uniformly distributed from zero to

100 GeV/c2.
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Fig. 2. The false exclusion rate for the mock Higgs search
experiment in the presence of a real signal at my = 77 GeV /c?,
for 95% CL computation. The error bars are hidden within the
plot symbols. If a pure frequentist approach were taken (using
CL,. ), then the false exclusion probability would be flat at 5%.

but the candidates were distributed according to
a signal + background expectation with signal
levels varying from 3 events to 10 events, with
a true mass of 77 GeV/c®. Many experiments
were simulated with different populations of can-
didates according to the hypothesis, and the
probability of excluding a true signal, hy-

nothesized to have the same strength as was used
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to simulate the experiments, at 95% CL is shown
in Fig. 2. The exclusion fraction is smaller than
5% for low expected signal rates, a consequence
of the use of the Bayesian CL; = CL,,,/CL,,
where some of the exclusion power is lost by
dividing by CL,. Alternatively, one may use
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Table 1

Reproduction of Table 1 of Ref. [11], together with the compu-
tation of the same quantity using the method of this article.
Listed are the 90% CL upper limits on the signal for a single
counting measurement with no background, no uncertainty on
the background. and n candidates. The relative uncertainty on
tho cignal 3 — 5 /¢ The Monte Clarla column (MOY i alen

the signal is o, = o4s. The Monte Carle column (MC) is alse
from Ref. [11]. The missing entry in the column for Eq. (17a) has
a square root of a negative argument, indicating that the expan-
sion used to derive the formula has reached its limit of validity

n o, MC Eq. (17a) This work
0 0.00 2.30 2.30 2.30
0.10 233 233 233
0.20 2.42 241 242
0.30 2.60 2.58 2,61
1 0.00 3.89 3.89 3.89
0.10 3.94 3.95 3.95
0.20 413 4.14 4.14
0.30 4.51 457 453
2 0.00 532 5.32 532
0.10 541 541 542
0.20 571 5.72 5.71
0.30 6.30 6.78 6.32
3 0.00 6.68 6.68 6.68
0.10 6.80 6.81 6.81
0.20 7.21 7.27 7.22
0.30 8.05 — 8.05

CL, ., exclusively, which would give the proper
limit. In the latter case, the sensitivity (CLg, ;>
should be quoted with experimental resulits as
well to cover the case of much fewer candidate

avente than tha hackorannd avnectati n“nﬂr\-
CVLLILILWD LllAall uiiv ua\-l\sjuuuu \;Al_}\.\.LaLlUJl 5 lé

a more stringent limit than would be warranted
by the sensitivity of the experiment.

e For combining the search results from four LEP
experiments for the MSSM Higgs, nearly 100
separate search analyses from different energies,
performed by different collaborations, have been
combined using this technique. For a model
point with my, and m, near the exclusion limit for
the combined data from 1997 and hefore. this

method computes CL; = 5.380%, while an exact
computation yields CL, = 5.332%, both corre-
sponding to an exclusion not quite at the 95%
level. For this test, the bin width for the PDF of
X was 0.03% above probabilities of 1%, and 20
bins per decade below 1%.

e To test the correctness of the strategy for hand-
ling systematic uncertainty in the signal, the re-
sults of Table 1 in Ref. [9] have been reproduced.
In all cases, the Monte Carlo confidence levels of

Ref. [9] were reproduced at least as well as by
Eq
Eq. (

—_

11’\ fl’\ came naner T]’\I'Q Pﬂl‘ﬂfinﬁ IQ

L , mn the same PApPvi. 1105 Vyuaua 1o

Un = UvnO[l + [1 - (1 - O-;zEt%)l/z}/En] (14)

where U, is the upper limit, including the effects
of systematic uncertainty, on the signal at a de-
sired CL if n candidate events were observed in
the data, U, is the upper limit on the signal at
the same CL without the effects of systematic
uncertainty, o, is the relative uncertainty on the

gional fa o fram nne nty on the afficiancy or

signal (e.g., from uncertainty on the efficiency o1
luminosity), and E, = U,, —n. The results of
this test are shown in Table 1.

[¢]
-t
[

6. Limitations

Because the binning of the PDF of the test statis-
tic X has a finite resolution, experimental outcomes
with very small probabilities of occurring are not
represented correctly. When using the conservative
choice of filling the bins described above, these
outcomes are overrepresented in the final outcome.
For the purposes of discovery, however, this ap-
proach is not conservative. When computing the
CL for a potential discovery, one must compute the
sum of probabilities of fluctuations of the back-
ground giving results that look at least as much like

qignal tha qovruad A Antan Paata ey

the Sigiiai as uic obscrved candidates, or more.
Conversely, one may add up all the probabilities
for outcomes less signal-like than observed and
subtract it from unity. This involves precise
accounting of many outcomes with small probabi-
lities, and the approximation presented here will
not suffice. The most useful case for this technique
1s in forming CL limits near the traditional 90%,
95%. and 99% levels.

Anathar limaitatin g thhot ~anwealotl e laatoina
AalvLLIIel lllllllaLlUII Dy llldl \,UllCldllUllb UCLWCCII

the systematic uncertainties of different search
channels are not incorporated. If the results of
a search are binned in a discriminant variable, the
signal estimations in neighboring bins may share
common uncertainties, as may the background
estimations. Similarly, if several experimental
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collaborations perform similar searches using sim-
ilar models for the signal and background, then
their results will share common systematic uncer-
tainties. A Monte Carlo computation of the confi-
dence levels is needed when the effects of correlated
errors are expected to be large. The effect can be
estimated by replacing blocks of correlated para-
meters s; and b; with biased values and recomput-
ing the confidence levels.

The technique described in this article also re-
quires that the value of the test statistic is defined
for each single-bin counting search channel, and
that these test statistics may be combined to form
a joint test statistic.” More complicated test statis-
tics which cannot be separated into contributions
from independent channels cannot be used with
this technique. A Monte Carlo approach is sugges-
ted in order to use such test statistics. The likeli-
hood ratio test statistic of Eq. (2), because it
combines multiplicatively, is well suited for this
technique.

Special care has to be taken in the case that
candidate events can have more than one inter-
pretation. A single event may appear in more than
one bin of an analysis or may appear in two separ-
ate analyses due to ambiguities in reconstruction or
interpretation. The most rigorous treatment of such
cases is to construct search bins which contain
mutually exclusive subsets of the search results. For
example, one may wish combine three counting
channels, A, B, and C, and candidate events may be
classified as passing the requirements of A, B, or
C separately, while some may pass the require-
ments of both A and B, or both A and C, etc. In this
case, one would construct seven exclusive classifica-
tion bins, A, B, C, AB, AC, BC, and ABC, and
proceed as before. In general, if a combination has
a total of n bins, then there are 2" — 1 possible
classifications of each event if multiple interpreta-
tions are allowed. The nature of the analyses will

> The combination rule for the test statistic needs to be asso-
ciative in order for the iterative combination of one search
channel to a list of combined results of other search channels to
be well defined. The combination rule also needs to be com-
mutative so that the order in which the combination is per-
formed does not affect the outcome.

necessarily reduce the size of this possible overlap
problem, and only cases in which significant over-
lap is expected for signal or background events
need to be considered.

7. Summary

An efficient technique for computing confidence
levels for exclusion of small signals when combin-
ing a large number of counting experiments has
been presented. The results of sophisticated chan-
nels with reconstructed discriminating variables are
binned and the separate bins are treated as inde-
pendent search channels for combination. A variety
of test statistics may be used to evaluate their effects
on the confidence levels. The approximate confi-
dence levels obtained are very close to the values of
computationally intensive direct summations of
probabilities of all final outcomes, or to those
obtained by Monte Carlo simulations, and the
accuracy of the approximation is adjustable. The
confidence levels are either exact or more conserva-
tive than the true values from explicit summation.
Average expected confidence levels may easily be
calculated from the results, and the probability
distributions of the test statistic may be used to
construct confidence belts using the techniques
described in Ref. [7]. Uncorrelated systematic un-
certainties in the signal and background models are
incorporated in a natural manner. Monte Carlo
alternatives are suggested when the effects of corre-
lated systematic uncertainties are expected to be
large and in the case of potential discoveries.
This technique is useful for efficiently scann-
ing many possible models for production of
signals with different signatures and combining
the results of searches sensitive to these different
signatures.

References

[1] A.G. Frodesen, O. Skeggestad. H. Tgfte, Probability and
Statistics in Particle Physics. Universitetsforlaget, 1979,
ISBN 82-00-01906-3.

[2] W.T. Eadie, D. Drijard, F.E. James, M. Roos, B. Sadoulet,
Statistical Methods in Experimental Physics. North-
Holland, 1971, ISBN 0 7204 02395.



T. Junk | Nuclear Instruments and Methods in Physics Research A 434 (1999} 435-443 443

[3] Maurice G. Kendall, Alan Stuart, The Advanced Theory
of Statistics, Vol. 2, 2nd Edition, Charles Griffen &
Company Limited, London, 1967, SBN 85264 011 0
(Chapter 24).

[4] B. Escoubes, S. De Unamuno, O. Helene, Nucl. Instr. and
Meth. A257 (1987) 346.

[5] O. Helene, Nucl. Instr. and Meth. A228 (1984) 120.

[6] O. Helene, Nucl. Instr. and Meth. A212 (1983) 319.

[7] Particle Data Group, R.M. Barnett et al, Phys. Rev. D54
(1996) 1 and earlier editions.

[8] A. Favara, M. Pieri, Confidence Level Estimation and
Analysis Optimization, hep-ex/9706016, 1997.
[9] G.J. Feldman, R.D. Cousins, Phys. Rev. D57 (1988) 3873.
[10] S.S. Wilks, Mathematical Statistics, Princeton University
Press, Princeton, NJ, 1943,
[11] R.D. Cousins, V.L. Highland, Nucl. Instr. and Meth. A 320
(1992) 331.
[12] C. Giunti, Treatment of the Background Error in the
Statistical Analysis of Poisson Processes, hep-¢x/9901015,
1998.



