NEPPSR 2005

Trigger and DAQ Electronics
Part 1 — CMS Trigger/DAQ

Eric Hazen, Boston University

E. Hazen — NEPPSR 2005



At the LHC design luminousity of 10**cm™s™ there are
~20 pp events every 25ns

- This is an event rate of 800 MHz
In CMS (for example), there are 7.5x10" channels

- The data rate is 800GB/sec

How do we handle this? With a trigger system

- The “Level 1” trigger -- hardware

* Reduces event rate to 100kHz (1GB/sec)
Looks for patterns which represent possibly interesting
physics events and generating an “accept” for each
candidate event

- The “Level 2” trigger — software

e Processes individual events in CPU farm

* Reduces the event rate 100Hz (100MB/sec)
(some detectors have hardware for Level 2 as well)

E. Hazen — NEPPSR 2005



Person!

4T solenoid

Let's look more closely at the

Compact Muon Solenoid

Iron yoke

Physics objectives:

« The origin of mass
(Higgs boson search)

« Supersymmetry

« Extra Dimensions

 Matter/antimatter asym.

« Quark gluon plasma
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The CMS Trigger/DAQ

Detectors

Digitizers

Front end pipelines

Readout buffers

Switching networks

Processor farms

Front-end electronics digitizes the charge
(energy) present in each detector channel
once per clock (25ns)

Pipelines (memories, usually digital) which
store data for 3.2us while the level 1 trigger
processes the data

When the Level 1 trigger logic accepts an
event, data is copied to a readout buffer

Switch network reads event fragments from
buffers and sends complete events to
CPUs for high-level trigger processing

Finally, at about 100Hz, interesting events
are written to permanent storage (disk)
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Level 1 Trigger

* Level 1 Trigger identifies:

— muons (W)
- electrons (e)

- photons (Y)

- Jets

- Isolated hadrons

— neutrinos (v), indirectly

« missing E_or large total E_

(E, = transverse energy = Eesin 6)

* Level 1 Trigger uses only
ECAL, HCAL and muons
(in CMS and ATLAS)

*

MuDET

Particle signatures in a typical LHC detector
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Level 1 Calorimeter Trigger

jet signature

* Trigger primitives are
calculated Iin the readout
electronics and sent to the L1

processor. .
- calculate E_ (= E*sin 0)

where 0 Is constant
and E Is measured e, y signature

- sum E_in trigger regions
for jet energy measurement

- identify isolated clusters (e, y)
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Electron, Photon Triggers

0.0175n Sliding window centered on all
ECAL/HCAL trigger tower pairs
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E_sum of two ECAL towers used to identify e, y candiates, which are further refined by:

Isolation (lower limit on energy in neighboring crystals)
Electromagnetic/Hadronic energy ratio
Lateral spread of shower in ECAL
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Regional Calorimeter Trigger (RCT)

RCT crate outputs 4 top candidates
in each category, with a rank based on E_:

* isolated and non-isolated e, y
e central and forward jets
* 1 (isolated narrow jets)

Plus total ET for 4x4 tower regions

Trigger Primitives

Cluster crate outputs a total of 72
from HTRs (HCAL)

candidates in each category,
plus total E_for 72 regions

E_plus
“isolation bit”
for each channel to Global
_ Calorimeter
Trigger

Cluster Crate

18 RCT crates for
Barrel and Endcap
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Global Calorimeter Trigger

Final-stage sorting of ely, jet and 1 jet
trigger objects according to rank

Jet counting for multi-jet events

Calculation of total and missing transverse

energy

Final Outputs to Global Trigger:

- Jet Counts
- Energy Sums
e 36 regions E_

8 X 4 bits

36 x 11 hits

e Missing E_magnitude 13 bits

e Missing E_ @

6 bits

Muon pattern bits ~ ®
toCT ¢ ——— @ 2

Control, cldck
to Input Modules

Front panél links
1.44 Gb/s

Data to =
Processing, Modules

Trigger objects - B
CT ——— & &

Processor modules
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Muon Trigger (Drift Tubes)

Based on pattern matching of hits to identify muon candidates.
Pattern matching logic is located

Bunch and Track Identifier

Takes hits directly 5
from detector; =/ : = - _ j' = ”
L ERE : pAky E ‘ '

finds clusters of hits

30 bit
el e

weh
FISM]) To Sector
Collector

full tracks

Track Correlator
matches hits in
two superlayers
of drift tubes.

Assigns p and
and bending
angle to each
candidate.

Trigger Server NG
picks and sends /K“ L
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Muon Track Fitting

"

muon station -1-1-

extrapolation =

window

track se gment/

muon station a/

/ -

/ N :
track found i quallty
; / A Y (TS1. TS2. TS3.TS4) A
extrapolation
result "1/0"
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Global Trigger

L1 calorimeter

TTIC Detector
Trigger system Front-Ends
Control
System DAQ
i -+» Event
Technical Msnaglar

triggers

* Inputs from Calorimeter and Muon Triggers:
- Best 4 of each, ranked by E_, p, quality:

°* muons; isolated e, y, non-isolated e, y
central and forward jets; isolated hadrons

- Total missing E_, total E_, count of jets

* Processes up to 128 trigger algorithms in parallel,
outputs L1A if any enabled algorithm succeeds
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CMS HCAL Readout

Some Hardware Detalls

MUON CHAMBERS
o= -

]

[ INNER TRACKER | | CRYSTAL ECAL
i 7

HCAL

e

e —

WERY FORWARD
CALORIMETER

Hadron Calorimeter
* Inside the Magnet
e Sampling Calorimeter
* Brass absorber
* 10k+ scintillator tiles
* Hermetic coverage to [n| <5
« Missing E_measurement

* Forward jet tagging
* Dynamic Range
e 20MeV (muons) to 3 TeV (jet)

Total Weight  : 14,500 1. R i

Overall dlgamater: 1460 m " " : ]
Overall length : 21.60m | SUPERCONDUCTING COIL |
Magnetic field : 4 Tesla HETURN YOKE

EFE. Hazen — NEPPSR 2005



Detector Counting House
Front-End Module GOL HTR, DCC ] .
it Fiber 5 5 - Leve
Q|E d|g|t|zerS Transmitter  150m Triggﬁr Trigger
‘ Pat

O B - System

DAQ | . Data

Path Acquisiton
System
] ******************************* Brass Absorber
\_
Photo-Diode
Optical Fibers

Scintillator Tiles
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Signal Digitization

|Spigot#6 input 13} Spigot#6input 13

Entries 980640

140 100 GeV pions, N Mean 10.46
- 5fC/ GeV, L RMS  2.809
120 Noise < 1fC/ch _ |
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Digitized value...
sampled every 25ns
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Time slice (25ns)

Sampling rate 40MHz = LHC bunch crossing rate
In principle, peak of pulse should always be in the center
of a 25ns time bin
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HCAL Front-End Module

QIE = Charge (Q) Integrator and Encoder GOL =
custom-designed ADC (analog-to-digital converter) chip  Gigabit Optical Link
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This board digitizes six photo-diode signals
every 25ns and transmits the data to the
counting house.
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Some QIE Detalls

QIE response is highly non-linear to cover a large dynamic
range with a minimum of bits.

4 ranges, each with 32 steps

35
-
30 |

P B — y —
= | | |
= r |
3 25 r i
& i '
QO T 1
a 20 ]
< ]
ﬁ 15 ‘JI I
S 1] ?
£ ,f T
= 10 ! ' — Range 0
3 O — Range 1

5 ; H Range 2

H_ Range 3
0 [
0 5000 10000 15000 20000 25000 30000
Input Charge (fC)

QIE Output = 2 range bits + 5 ADC bits = 7 bits total

to cover a 10,000:1 dynamic range
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Optical Link

Transmits 32 bits of error-free data at 40MHz to the counting house

7 bits

QIE1+

7 bits

QIE2+

7 bits

QIE3 ——

11 bits

GOL
Serializer
Chip

Optical Fiber
up to 150m long

vigo K

Extra bits
(error checking)

GOL transmitter is custom-designed
because it must survive a high radiation dose

7 bits

Deserializer
Chip
(standard
telecom.
part)

+

7 bits

I

7 bits

+

11 bits

components

Counting house electronics is built
entirely of standard industrial
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HTR (HCAL Trigger Readout board)

: : Optical Receivers
Optlcal Fiber InDUtS Coavert 1.6GHz optical

(8 fibers per connector) signal to electrical

DAQ Output
to DCCs

De-serializers

Trigger Primitives
to Calo. Trigger

™ Convert 1.6GHz serial
| bit stream to parallel

Xilinx FPGA

Contains all processing
logic for 24 channels
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HTR (HCAL Trigger Readout board)

Process 48 HCAL channels (16 optical fibers)

o Generate trigger primitives  Buffer all data for DAQ
-
Trigger_PATH L
£ — O
5 © =
24 24 = 24 S > g —
"""" Lingar. [ L1-Filter [**" Compr. [roresespoogeemmeeg o peepe — (T)
—> LUTs (S B IV S 1. TR
_ INPUT STAGE i =
8 — Muon = o=
T e I Data_Sync nFEbus_int LUTs Qe 9
Lo _bl 8 - g
© .2 Synchronization - Clock
L > FIFOs Change
=SEN e &
=L =
Cx —p L DAQ_PATH 5
'}
©
A = 24+24 | 24+24 —vert L. ouoer . =
L1 latency| Derand. | vent == Outpu @
i1 pipelines Buffers ., Buffer stage g 8
EVN, BCN, OrN, L1A @ 0 8
Hard_ret Sl gI Pointer Dag_Ctrl 8 E
Soft_rst £ = Control{Status Control #s q o]
Start © @ FIFOs FIFO A
Stop = . -
Run_status o o \ 4 v S
Input-Spy DAQ-Spy TP-Spy
MAIN_CTRL
Other ﬁ :
ﬁ (LEDs, TPs, switches...) TTC signals @ L‘E?ﬂi“\sma
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HTR Trigger Path

Trigger_PATH
24 24 o 24
--------- L|near TITLTTTTT] L1_F||ter [LLT] Compr EmsEEEEEEEpEEE
+ --------- LUTS -------------- LUTS --------------
Muon
LUTs
1. Linearize 2. Filter 3. Compress
T o 7
Convert energy to E_ —‘ Compress E_
using a LUT Identify bunch crossing with using a LUT

peak of pulse. (Saves bits in output

_ _ to central calorimeter
Integrate energy In entire trigger.)

pulse.
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HTR DAQ Path

Delay to synchronize  “Derandomizer” buffer

all inputs stores data until L1A comes
/ o Event Builder collects Hamming code
| <64us Derandomizer / Fiber & Ch_ID ;
Ty | data from all channels for error correction
y,; Programum. O yd fOI’ eaCh LlA
Pipeline _ . 716 /
24 DAQ ] /
channels s te ]
! Programm X :f__ *
ipeline ~ 6 Event | 16 Daq 18, | Hamming | 28 Channel Link
Pipel 7 S - Buffer == Formatter [T "9 to DCC
ﬁg; rogramm
24 TP PP1§reline . — T I OUtPUt to
channels .o ren ) DCC
L Programm. L
€ P1;reline L) | 79
WR_AD RD_AD
v Pointer FIFO
PIPELENGTH[7..0] ZeroSup basically a queue of]
L1As waiting
EVN[23..0] to be served
L1A R BCN[11.0] —7F—»
" Daq Conirol ORNJ7..0] —
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DCC (Data Concentrator Card)

PsN DCCv6 3,2004 |
Boston Umiversity |

DAQ Output

1
1

HTR Inputs
(12 used)

!

2

TTC (Trigger,
Timing, Control)

(1}

Xilinx FPGA

(under PCB)
Contains all processing
logic for 576 channels

= Y
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DCC Data Paths

128k x 32 FIFOs |L1A causes HTRs
to each send one event.

HTR 1 r - Input data buffered in FIFOs
Events are copied to a
large 128-event dual-port RAM
o
P SDRAM buffer
A .
Monitor buffer
r 128 events
Output FIFO
M
m DAG
HTR 7
thru 15 Tag FIFOs
The Event Builder combines
18 FIFOs events from all HTRs and
Header info —— checks for errors.
. for each event L1A FIFO

[LlA signal received from CMS]

and buffered for Event Builder E. Hazen — NEPPSR 2005




16 fibers from

HTR / DCC Crate

HCAL detector J

to each HTR

(3 channels per fiber)

Trigger Primitives
to Regional
Calorimeter Trigger

HTR

_
> —p {0 DAQ
_

DCC Receives one event from
each HTR in response to
a Level 1 trigger Accept (L1A)

r o xx o O .

T e I T I = &) It combines all the data from the

r L I L <= a 576 HCAL inputs and sends
it to the central CMS DAQ

-«

-«

-«

-«

-«

-

6 HTRs per DCC
(12 HTR/2 DCC per crate)
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CMS Central DAQ

for HCAL:
front-end boards,
HTRs, DCCs \
GTP | Detector Front-End Drivers ( FED x ~700 ) L)
thﬂl!l-'l'qner — |
i 1 Front-End Readout Link (FRL x 512)
| 512 []
Switches ‘ H
route data
Pdg |[Pd1 [ﬁ"f 64 FED Builder 8x8 switches L::@;;
from each L t Bl " paitl
eventtoa |||Ill i
single CPU
1 64
ol trf | crres e | .
EVM | | M4 RU Builder 1 | | 4 RU Builder 2 | 4 RU Builder 8

:

: :

CPU Farm (Higher Level Triggers)
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Barrel Shifter data switch Data Switch

routes data from multiple
sources to multiple
destinations.

Data sources Barrel shifter

kel

ze",
<
o

— Space ——

—_— Time

Steady state

Data sinks
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CPU Farms

Data is distributed world-wide via the Grid.

CPU farms are located in various countries for analysis.
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