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Abstract

We propose an object recognition sorting device that will use machine learning to
recognize fruits. We will use an APDS9960 RGB sensor to determine the color of a
fruit, process the RGB data through a neural network and KNN and output the
probability that the fruitis of a certain type according to each algorithm. Neural
network training and ather machine learning algorithms will be done on Python and
deployed onto the Arduino.
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List of materials

APDS9960 sensor
Arduino Mega

Clamp

Lamp

Breadboard/wires
Apples, oranges, lemons



Update April 11, 2027

e Added components to apparatus

e C(ollected some test RGB data to play around with
o Figured out how to collect and preprocess data on Python

e Implemented few algorithms (KNN and DNN)
o K-Nearest Neighbors achieved an average of 85 percent accuracy
o Neural Network achieved a best of 95 percent accuracy

Plans for next week?

e Update apparatus to ensure good data collection
e C(Collecting actual data (fruits RGB)
e (Cross validation on ML algorithms



Update April 20, 2027

Collected data for orange, apple, lemon

e Preprocessed data on Python
Created DNN architecture and cross validated to find optimal
hyperparameters (~97% accuracy)

e KNN is working on the Arduino Mega - Arduino had memory problems

Plans for next week?

e Converting code to Arduino using TinyML and testing out models
e Writing code to print soft classification probabilities



Update April 23, 2027

e C(ollected more data (train on more variety?)
e Generated graphs to describe data
e Created confusion matrices for KNN and neural network

Plans for next week?

e Figure out how to send data from Arduino to two computer
simultaneously

e C(Collecting more data

e Finishing touches and preparing for open house
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Actual class

Confusion matrix for KNN algorithm
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Perceived class
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